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LEARNING, GAME PERFORMANCE, AND HELP SEEKING 

Girlie C. Delacruz 
CRESST/University of California, Los Angeles 

 

Abstract 

Due to their motivational nature, there has been growing interest in the potential of 
games to help teach academic content and skills. This report examines how different 
levels of detail about a game’s scoring rules affect math learning and performance. Data 
were collected from 164 students in the fourth to sixth grades at five after-school 
programs. The treatment conditions were randomly assigned within each setting and 
included a control group (played a different math game); three variations of scoring 
explanations (elaborated, minimal, and no scoring information); and combined elaborated 
scoring explanation with incentives to access additional feedback. The scoring 
explanation alone did not lead to better math learning. However, compared to the 
minimal-to-no scoring information variations, the combined treatment of the elaborated 
scoring explanation and incentive resulted in higher normalized change scores and, after 
controlling for pretest scores, higher posttest scores. Implications of the results identify 
attributes for learning games in mathematics. 

Introduction 

Do games teach academic content and skills? Why? Developers and scholars argue that 

games capture the player’s attention and engage them in complex thinking and problem 

solving (Barab & Dede, 2007; Gee, 2003; Jenkins, 2009; Malone, 1980; Rieber, 1996; 

Shaffer, Squire, Halverson, & Gee, 2005). What does the evidence say? Earlier studies of the 

effectiveness of games have produced inconsistent results and have shed little light on how 

game design influences learning outcomes (Hays, 2005; Ke, 2009; Kirriemuir & McFarlane, 

2004; Mor, Winters, Cerulli, & Björk, 2006). Moreover, the influence of learner 

characteristics, such as prior knowledge (de Jong & van Joolingen, 1998; Moos & Azevedo, 

2008; Plaas et al., 2009; Shute, 1993) and self-efficacy (Backlund, Engström, Johannesson, 

Lebram, & Sjödén, 2008), has been shown to mediate learning in games. The findings 

investigating competitive versus cooperative learning environments have also indicated that 

playing cooperatively leads to better learning from games, regardless of individual 

differences (Ke & Grabowski, 2007). 
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The aim of this report is to investigate the impact of game design, especially its use of 

formative assessment. Games include measures of student progress and various types of 

immediate feedback or formative assessment. Analyzing student errors and giving high-

quality feedback are hallmarks of formative assessment (Cizek, 2010; Popham, 2006; Taras, 

2010; Wiliam, 2010). Like the research on games, however, there are very few empirical 

studies that have directly tested variations of these elements, with most of the empirical effort 

focused on teachers and classroom use. 

The first purpose of this study is to examine how different levels of detail about a 

game’s scoring rules affect math learning and performance. The second goal of this study is 

to examine the effect of providing an incentive to players to access additional feedback. The 

outcomes studied include math achievement, game performance, and help seeking by 

accessing feedback when needed. By using games as a context for formative assessment, 

findings from this study intend to strengthen understanding of feedback in effective game 

design. 

Literature Review 

This review will consider prior evidence in game design, formative assessment, and 

feedback and use evidence to develop the framework of the study. The first part of the review 

focuses on the research on games for learning. Traditional elements of games of leisure are 

contrasted with learning games. A range of rationales arguing for educational games is 

followed by a review of relevant empirical studies. 

The second part of the review examines the practice of formative assessment—

specifically, the features that scholars have cited as important for effective learning. The 

empirical evidence of these claims is also evaluated, focusing particularly on types and uses 

of feedback. 

Games for Learning 

Rationales for learning with games. One fundamental premise underlying the use of 

games for educational purposes is that they can be more engaging than traditional classroom 

activities (Malone, 1981; Rieber, 1996). Specifically, games appear to be intrinsically 

motivating, with the source of motivation and enjoyment originating from game play alone, 

rather than something external to the task (Malone, 1980). Academic engagement has been 

shown to impact learning (Fisher et al., 1978) and if games have the power to extend engaged 

learning, then they should have impact on achievement measures. 
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Driven by the idea that learning should be “fun,” many of the earlier games that were 

developed for educational purposes, termed edutainment, simply overlaid conventional 

gaming principles with academic content (Buckingham & Scanlon, 2003; Egenfeldt-Nielsen, 

2005; Okan, 2003). The intent was to persuade students to complete academic tasks, in two 

ways: (a) to work on academic tasks and be rewarded by playing games, or (b) to play a 

game in which the academic content to be learned was embedded in the game, though it was 

not intrinsic to the game play itself (Kebritchi, Hirumi, & Bai, 2010). 

One example of this form of edutainment was Math Blaster Episode 1: In Search of 

Spot. The objective of this game was to collect “trash” in the universe, which was achieved 

by correctly solving a math problem to release a tractor beam that would collect the trash. 

The use of math was not intrinsic to the problem (such as determining the force of the beam 

or the distance the beam needs to travel). Instead the “doing of math” was extrinsic to the 

game. For example, correctly computing an addition problem was rewarded by game 

mechanics (release of tractor beams), which are “part of a game’s rule system that covers one 

general or specific aspect of the game” (Boardgamegeek, 2005, as cited in Björk & 

Holopainen, 2005, pp. 413). 

Drill-and-practice elements in games remain even in modern, highly immersive 

learning games. One example is Dimension-M, which is a video game that was designed to 

teach algebra. Successful completion of math tasks tangential to the game play itself (e.g., 

find all of the prime numbers in this space) is rewarded with the ability to move forward in 

the game. Nevertheless, games that employ drill and practice can be successful for the 

practice of existing skills. For example, research on the effectiveness of researcher-developed 

pre-algebra and algebra games in classrooms over an 18-week period demonstrated that 

playing the game leads to higher achievement on math measures (e.g., district-wide 

benchmark tests) than that of a control group (Kebritchi et al., 2010). 

Some scholars have argued that the value of using games for learning extends beyond 

creating a “fun” practice environment because games encourage active participation by 

learners in relevant discourse practices thought to engender deeper, conceptual learning (Gee, 

2003; Shaffer & Gee, 2007; Squire, 2006). For example, Shaffer and Gee (2007) assert that 

games are beneficial for learning because they can embody an epistemic frame, which they 

defined as a “community’s distinctive ways of doing, valuing, and knowing” (pp.76). The 

idea of an epistemic frame is not unlike Gee’s (2003) contention that games reflect a semiotic 

domain or “any set of practices that recruits one or more modalities (e.g., oral or written 

language, images, equations, symbols, sounds, gestures, graphs, artifacts, etc.) to 

communicate distinctive types of meanings” (pp. 18). 
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Currently, research evidence supporting claims that games affect complex learning is 

very limited. Some studies do suggest that games may facilitate appropriate discourse 

practices as students adopt professional roles and learn to use relevant conceptual tools and 

resources (Clark, Nelson, Sengupta, & D’Angelo, 2009; Rosenbaum, Klopfer, & Perry, 2007; 

Shaffer, 2006; Squire & Jan, 2007; Svarovsky, 2010). For example, findings from studies of 

the game Environmental Detectives suggest that when students work under similar conditions 

as professional environmental scientists, the constraints imposed guided systematic reflection 

about how best to approach the task (Klopfer & Squire, 2008). Likewise, Svarovsky (2010) 

used Digital Zoo in her work with middle school girls to help them develop engineering 

frames, which she identified as engineering skills (e.g., comparing alternatives), knowledge 

(e.g., use of professional terms), identity (e.g., engineer as innovator), values (e.g., 

importance of reliable design), and epistemology (ruling out a costly design). Playing the 

game led to an increased understanding of the knowledge of center mass as measured by 

analyses of interviews and conceptual physics textbook problems. 

Yet, several studies do not report enough data to draw significant conclusions. For 

instance, after playing Outbreak @ the Institute, a game designed to teach students about the 

epidemiology of disease, it was reported that one of the students “adopted the habits of mind 

of a medical doctor in such a situation who might feel the obligation to cure all of the 

patients” (Rosenbaum et al., 2007, pp. 40). However, it is difficult to determine whether the 

game had the same impact on all of the students, as those data were not reported. Similarly, 

Squire and Jan (2007) focus on a case study of the three highest performing students in the 

study. While their rationale was that the particular group chosen provides a model for 

effective communication in the game, as the authors acknowledge, it is not clear whether the 

game was effective for all students, especially weaker readers. 

The issue of game effectiveness is further complicated by the use of assessments such 

as standardized tests. Such tests may be convincing to school personnel but are often not 

appropriate for games that emphasize deeper learning of a few concepts (Clark, Martinez-

Garza, Nelson, D’Angelo, & Slack, 2009; Hickey, Ingram-Goble, & Jameson, 2009). While 

research on the development of advanced statistical and measurement methods is ongoing, 

existing assessment methodologies are not sophisticated enough to fully capture the richness 

of the learning that may be occurring in these games (Iseli, Koenig, Lee, & Wainess, 2010; 

McCreery, Krach, & Schrader, 2010; Rupp, Gushta, Mislevy, & Shaffer, 2010; Shaffer et al., 

2009) or their validity. 
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Evidence on the Effectiveness of Games for Learning 

In general, meta-analyses or reviews of past research on the effectiveness of games for 

learning report inconsistent findings—even for games with similar topics (e.g., Cameron & 

Dwyer, 2005; Lee, Luchini, Michael, Norris, & Soloway, 2004; Papstergiou, 2009; Spivey, 

1985). For instance, Ke (2009) reports that out of 65 studies reviewed, a little over half of the 

studies reported positive effects of the game; about a quarter of the games reported mixed 

results (with games being more effective for either some outcomes or certain learners); one 

study favored conventional instruction as more effective; and the rest reported either no 

difference between computer games and conventional instruction. Ke’s findings were 

consistent with the outcomes of other reviews of games for learning (see de Freitas, 2006; 

Dempsey, Rasmussen, & Lucassen, 1994; Greenblat, 1973; Hays, 2005; Kirriemuir& 

McFarlane, 2004; Tobias & Fletcher, 2007; Vogel et al., 2006; Wainess, O’Neil, & Baker, 

2005). 

Recent studies of immersive and complex games have produced promising findings, 

especially in the area of science education (Clark et al., 2009). However, to date there is little 

evidence that in the domain of mathematics, games teach significant intended goals (Mor et 

al., 2006), such as those espoused by the emerging national consensus on the Common Core 

Standards in Mathematics and Literacy (Council of Chief State School Officers, 2010). 

There may be several explanations for the inconsistency in findings. First, many of 

these studies compared one instance of a group, that is, one game of many possible games 

with one instance of “traditional practice.” The methodological flaws in studies that compare 

technological media (e.g., computers) versus conventional instruction are well known (Clark, 

1994), raising questions about the scientific generalization of their findings (Lumsdaine, 

1963; Mielke, 1968). 

Second, when there is a lack of variation in the treatments, for instance comparing a 

game with nothing, it is impossible to isolate the elements that are effective or ineffective. 

For example, Rosas et al. (2003) found that there was no difference in learning between 

students who engaged in Nintendo-like games designed for learning and those who received 

traditional instruction. However, the authors surmised that one explanation of the findings is 

that the control teachers were more careful in their teaching methods because they knew they 

were being evaluated. Similarly, Kebritchi et al. (2010) provided teachers with resources and 

training on how to incorporate pre-algebra games in the curriculum. The study’s 

randomization process used intact classrooms, however, and their analyses of the data did not 
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incorporate the variable of teacher implementation. Instead, the analyses focused on the 

student, therefore potential teacher implementation effects cannot be ruled out. 

Additionally, Laffey, Espinosa, Moore, and Lodree (2003) conducted a study aimed at 

evaluating the potential of interactive computer technology to teach math skills to young, 

low-income, urban children. Both the treatment group and the control group received 

traditional classroom instruction. The students in the treatment group outperformed the 

control group in terms of differences between pretest and posttest scores. Still, it is difficult 

to draw conclusions from this study because students in the treatment group received extra 

time engaging in math tasks by playing commercially available math games, such as Might 

Math and Millie’s Math House. Therefore, it is unclear whether or not higher achievement 

was attributed to playing the games or just engaging in more math tasks. In any case, the 

study suffers from the methodological flaw of conducting an evaluation of a pair of instances 

and attempting to generalize to the class; that is, games or classroom instruction. 

Research on Game Design Features 

In addition to inconsistent and methodologically flawed studies of entire games, there is 

little research on game features that lead to learning. For instance, Ke (2009) reported that 

only 17 out of the 89 studies that were reviewed focused specifically on elements of game 

design. Many of the design choices in these studies have been governed by cognitive load 

theory (Ayres & van Gog, 2009; Moreno, 2009; Paas, van Gog, & Sweller, 2010), 

multimedia learning principles (Clark & Mayer, 2007; Mayer, 2005), or features of social 

learning (Webb & Palincsar, 1996). For example, studies have examined how the 

specification of goals reduced cognitive load (Miller, Lehman, & Koedinger, 1999); how the 

presence of pedagogical agents influenced learning (Conati & Zhao, 2004; Moreno, 2004; 

Van Eck & Dempsey, 2002); and which group dynamic was more effective (Ke & 

Grabowski, 2007). While useful, aspects of game design that derive from instructional 

research remain largely understudied. For example, little is known about how the feedback 

and scoring rules influence game learning. 

Formative Assessment 

One defining characteristic of games is that they evaluate the player (Juul, 2000) and 

use interpolated assessment information as triggers for adapting the learner’s experience. 

They accomplish this adaptation by giving explicit feedback or by using technology to 

modulate the challenges of the academic material and cognitive demands to sustain play and 

affect learning (Baker & Delacruz, 2007; Salen & Zimmerman, 2003; Schell, 2005). 
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This description of games is almost synonymous with the notion of formative 

assessment. Popham (2006) provides this definition: 

An assessment is formative to the extent that information from the assessment is used, 
during the instructional segment in which the assessment occurred, to adjust instruction 
with the intent of better meeting the needs of the students assessed. (pp. 3-4) 

In general, the use of performance and process information (both by the student or the 

teacher) with the intent to improve learning underlies the idea of formative assessment 

(Airasian & Jones, 1993; Baker, 1974; Black & Wiliam, 1998a, 1998b, 1998c; Markle, 1967; 

National Research Council, 2001, 2003; Scriven, 1967). In a similar fashion, games are often 

equipped technologically to interpret game play (delays and corrections, for example) and to 

use such information to make critical instructional decisions. For example, the use of 

artificial intelligence in games makes it possible to maintain persistence when players are 

“thrashing,” that is, not proceeding in an orderly way, by reducing the difficulty of the 

challenge (J. Hight, personal communication, July 15, 2009). Artificial intelligence can also 

be used to present information needed to succeed in a failed task, much like feedback or the 

instructional supports that are provided by a teacher. 

Viewing games for learning as formative assessment environments introduces the 

importance of considering how to make the criteria of performance transparent for the player. 

It is often argued that explicitly defined criteria for evaluation are critical for effective 

formative assessment (Black & Wiliam, 1998a; 1998b; 1998c; Frederiksen & Collins, 1989; 

Sadler, 1998; Taras, 2010; Wiliam, 2010). This study is focused on learning games where 

game play is directly integrated and linked with its corresponding academic content. If game 

play is to require the use, demonstration, and evaluation of the application of knowledge or 

skills in a particular domain, game players may need to know the criteria underlying their 

progress or lack thereof. 

Rubrics of Scoring Rules to Promote Clarity of Expectations 

In formal learning settings, scoring rubrics (or codified scoring rules and corresponding 

score values) have been used to improve assessment clarity by making explicit what 

constitutes good performance. There have been numerous studies on the teacher use of 

rubrics, typically for student-constructed responses. Most of the research has examined how 

best to train teachers to effectively use rubrics to increase the reliability and validity of 

scoring performance assessments (Baker, Abedi, Linn, & Niemi, 1995; Gearhart, Herman, 

Novak, Wolf, & Abedi, 1994; Koretz, McCaffrey, Klein, Bell, & Stecher, 1993; Supovitz, 

MacGowan, & Slattery, 1997). 
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It has also been argued that in order for formative assessment to work, focus should be 

on how the student interprets and uses the given information (Popham, 2006; Stiggins, 2005). 

While student use of rubrics to improve learning appears logical, only a few studies have 

examined this idea directly. In Jonsson and Svingby’s (2007) summary of research on the use 

of rubrics, only one third of the studies reviewed focused on student use. Moreover, those 

studies focused primarily on the impact of rubrics for peer review. It has been shown that 

rubrics can result in student judgments similar to that of classroom teachers (Brown, 

Glasswell, & Harland, 2004; Sadler & Good, 2006). Also, when compared to using rubrics to 

score the tests of others, students benefited more from the evaluation of their own tests 

(Sadler & Good, 2006). 

However, interpretation of the results from the few empirical studies on the use of 

rubrics to guide performance of a task is inconclusive due to methodological flaws. Davidson 

and Scripp (1990) gave some participants a written rubric to facilitate the development of a 

classification system for a group of arthropods. While they found that compared to the 

control group, the treatment group had higher content learning and tended to refer to the 

criteria in the rubric during their self-evaluations of their work, the existence of a 

confounding variable makes it difficult to draw conclusions. Specifically, the treatment group 

was asked to stop in the middle of the classification task, engage in self-assessment, and then 

revise accordingly. In contrast, the control group was never asked to self-assess during their 

task. 

Similarly, Mullen (as cited in Jonsson & Svingby, 2007) demonstrated that giving the 

rubrics as guides for lab write-ups led to an increase in the quality of the students’ products. 

White and Frederiksen (1998) also found that providing rubrics to students was effective for 

learning concepts of force and motion. However, like Davidson and Scripp (1990), students 

in Mullen’s (2003) and White and Frederiksen’s (1998, 2000) studies engaged in an active 

process of self-assessment. Therefore, it is difficult to attribute increased achievement to the 

use of the rubrics alone. An alternative explanation may be that the act of engaging in self-

assessment contributed to deeper processing and better learning. 

The use of inadequate interventions also makes interpreting findings problematic. For 

example, Green and Bowser (2006) used rubrics to help communicate the criteria of a 

literature review to graduate students, but found no clear performance differences between 

students who received the rubric and students who did not. The authors surmise that two of 

the explanations for the results of their study were that the students were not skilled at using 

the rubric to guide their writing, and that the criteria on the rubric were not communicated as 

explicitly as was needed to improve performance. Brown et al. (2004) examined the 
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effectiveness of a writing rubric to teach students with poor writing skills how to write 

persuasively. While the students in the study improved considerably, a within-subjects design 

was used. It is unclear whether the rubrics were effective because they supported self-

assessment, clearly communicated evaluation criteria, or were given prior to beginning the 

task to guide performance. 

Similarly, in non-game settings there is mixed evidence on the effectiveness of rubric 

or scoring clarity on student achievement. Methodological flaws include either confounding 

factors, use of inadequate interventions (unclear rubrics), or design errors. The practice of 

using rubrics to clarify understanding for markers is a worldwide phenomenon. It is possible 

that in the more controlled context of game play, explicit scoring rules will demonstrate their 

impact on student learning. 

Feedback for Formative Assessment 

A tenet of formative assessment requires effective use of feedback, so that students 

have a clear understanding of the learning goals or objectives (and the criteria that define 

good quality), a way to relate their own performance to that goal, and then a path to achieve 

the goal if there is any discrepancy between the goal state and their own performance (Black 

& Wiliam, 1998a; Heritage, Kim, Vendlinski, & Herman, 2009; Sadler, 1998; Taras, 2010; 

Wiliam, 2006). Feedback related to progress in learning tasks can generally have a positive 

effect on learning (Nyquist, 2003). However, there are certain conditions that make it 

effective (see for example, Bangert-Drowns, Kulik, Kulik, & Morgan, 1991; Hattie & 

Temperly, 2009; Kluger & DeNisi, 1996). 

Examining the research on feedback, Shute (2008) suggested guidelines for conditions 

in which feedback can be used to support learning. Feedback, for instance, should be task-

centered rather than based on normative comparisons, with the accuracy of performance 

judged against some established standard or quality. Feedback needs to help students 

understand the goals of the task, especially since evidence suggests that students and 

instructors often have different ideas about the goals of the task or the criteria for evaluation 

(Hounsell, 1997; Norton, 1990). Feedback should convey information rather than simply 

letting a student know whether he or she has been successful or not. Students also need 

elaborated information about the particular elements of the task. 

Use of Feedback in Games 

In games, when event data are used to make some judgment about performance and 

have consequential meaning for the player, feedback is usually given to the player. As such, 

one affordance of games is that they can be designed to provide instructional feedback that is 
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responsive to specific actions and behaviors. The next section of the literature review 

explicates the conceptual underpinnings of the second prong of this study—motivating 

students to use provided instructional feedback help when faced with difficulties in the game, 

in other words, motivating students to engage in effective help seeking. 

Germane to the discussion of student use of feedback is the research on help seeking. 

The type of help that is often used in help-seeking studies is tailored hints and feedback, or 

supporting information accessible in general help menus. To understand the relationship 

between help seeking and learning, researchers have primarily studied the role of cognitive 

factors (e.g., self-efficacy), the nature of the provided help (e.g., context-specific versus 

generalized principles), timing and frequency (e.g., on demand or system-initiated), and how 

the process of help seeking can be taught explicitly (for a review, see Aleven & Koedinger, 

2003). 

However, while it may seem rational that students would attempt to use or seek 

additional feedback or hints to overcome an impasse in performance, the research 

demonstrates that students either use ineffective help-seeking strategies, or avoid seeking 

help altogether. This is problematic as the lack of compliance with the treatment greatly 

reduces any potential effect on the outcomes. For example, Nelson (2007) compared different 

levels of feedback on student achievement in an immersive learning environment. Results 

from the study indicate that most students did not access the feedback. Also, between 

students who were provided extensive feedback and students who were given moderate 

feedback, there were no statistical differences on the frequency of accessing the hints. In a 

study that examined the effect of providing user-initiated feedback via a pedagogical agent, 

Van Eck and Dempsey (2002) also reported low levels of student access to the feedback. The 

authors concluded that further research is essential to figure out how to promote its use. 

Results from these studies suggest that the mere presence of feedback, hints, or 

available help is insufficient for learning. One approach has been to train students in how to 

engage in effective help seeking (Salden, Aleven, & Renkl, 2007; Schwonke et al., 2007). 

Otherwise, in the literature on games, feedback, and help seeking, there is a noticeable gap in 

understanding how to motivate students to engage effectively in help seeking and to use 

provided feedback. The use of incentives for seeking help and feedback provides a relevant 

avenue for exploration. 

Incentives for Learning 

Use of incentives in formal learning settings. The evidence of the effectiveness of 

incentives such as reward on shaping behavior dates back to Skinner’s (1956) notion of 
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operant conditioning theory. As the number of studies on the relationship between incentives 

and motivation increased, the use of incentives for learning in formal settings became 

discouraged. Findings that incentives reduced intrinsic motivation, especially for tasks that 

had high initial interest, led scholars to conclude that external rewards were detrimental to 

learning (Deci, Koestner, & Ryan, 1999, 2001). 

Yet, not all studies have produced findings that suggest a negative relationship between 

incentives and learning. Rather than using studies where the initial interest in the task was 

high, Cameron’s (2001) meta-analysis focused on studies where initial interest in the task 

was low. Results indicated that there were no negative effects of rewards on intrinsic 

motivation when initial interest in the task was low (Cameron, 2001; Cameron & Pierce, 

1994). 

Although it has been argued that there is a direct relationship between intrinsic 

motivation and learning (Deci & Ryan, 2000), the conclusion that incentives are bad for 

learning is problematic. The studies used in Deci et al.’s (2001) and Cameron’s (2001) meta-

analyses focused on how rewards affected intrinsic motivation, not learning. As a result, 

these studies employed measures of intrinsic motivation (e.g., time on task, willingness to 

repeat task) as the dependent variables. While it is appropriate to study impact on learning 

processes, the lack of direct measures of learning outcomes makes the conclusion regarding 

the relationship between incentives and learning of less value. 

Another related argument against the use of incentives for learning is that the incentives 

are only present temporarily, and that intrinsic motivation to do a task is greatly reduced once 

the incentive is taken away (Deci et al., 1999). In video games, incentives are intrinsically 

tied to performance and are often a permanent aspect of the activity. In fact, game designers 

argue that incentives (either in the form of rewards or punishment) are essential to the fun or 

sometimes the compulsion of the experience (Fullerton, 2008; Koster, 2005; Schell, 2005). 

Using Incentives to Motivate Accessing Feedback 

This discussion on the use of incentives for learning is relevant to the proposed study as 

a potential approach to motivating the access and use of feedback. That students avoid help 

seeking is not surprising given that historically, it has been discouraged in most learning 

contexts. In game-based settings, accessing feedback also slows the game down, and some 

games have speed of play as a basis of advancement. 

In a similar vein, research conducted in classroom settings suggests that there is social 

stigma attached to help seeking, a public sign of failure (Karabenick & Newman, 2006; 

Puustinen, Vockaert-Legrier, Coquin, & Benicot, 2009; Ryan & Pintrich, 1997). Although 
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ILEs are generally more anonymous, accessing feedback is still associated with less rather 

than more proficiency. For example, when a hint is given to a student in the PACT Geometry 

tutor, the student’s visible “skill bar” decreases (Aleven & Koedinger, 2000). 

However, if one adopts the perspective that incentives can communicate what is valued 

within a given context and promote desired behavior, offering an incentive to use feedback 

may have a positive impact on learning. Rewards are, after all, a method for signaling those 

actions or behaviors that are encouraged or discouraged by a particular community. 

Conveying these expectations is a key process through which individuals learn how to 

participate in the communities that they are members of (Rogoff, 1990, 2003). 

Summary 

The review of this literature first defined a range of games types, and then focused on 

learning games. The evidence in support of learning game effectiveness is mixed; 

methodological limitations provide few answers about why games are effective in some 

contexts and not in others. There is a paucity of research on variations in instructional game 

design itself; thus, little is known about what makes games effective, for which learners, and 

under what conditions. 

This study proposes an alternative perspective—approaching game design as if it were 

formative assessment design. The research on formative assessment in traditional learning 

settings, while still underdeveloped, suggests this approach may prove to be fruitful. 

Communication of a game’s scoring rules can be leveraged to make assessment criteria more 

explicit and transparent. When the scoring rules are appropriately tied to academic progress, 

providing an explanation of the game’s scoring rules functions as a rubric in a game for 

learning. The scoring rules make explicit the stated learning objectives of the game as well as 

the criteria used to evaluate performance. The scoring rules can direct attention to what and 

how responses are being scored which may (a) make more explicit the learning objectives or 

goals of the game, (b) clarify the criteria of performance (i.e., what “counts”), and (c) support 

the development of self-assessment of performance to determine when additional help is 

necessary. This information can be provided prior to game play to guide performance, or as a 

context for elaborated feedback. 

The review of the research on the use of feedback in games demonstrates that students 

rarely access voluntarily available feedback. Furthermore, the focus of research studies on 

feedback has largely ignored how best to motivate students to use the feedback. The use of 

an incentive to access feedback may be one potential approach, especially as findings from 

studies using tasks with initial low interest suggest that incentives may be beneficial. At best, 
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an incentive can reverse the association between seeking help and failure, signaling to the 

student that seeking feedback is a valuable act leading to proficiency. 

Methods 

This part of the report provides an overall description of the research questions and 

design of the study, and a description of the procedures, including (1) the game design and 

independent variables, (2) the dependent measures, (3) the selection and assignment of 

students, and (4) the data collection process. 

Research Questions 

1. What is the effect of a pre-algebra math game on learning outcomes of upper 
elementary students compared to a control group? 

2. What is the effect of providing an explanation about the scoring rules on (a) math 
learning and (b) game performance? 

3. Do incentives to seek additional feedback affect (a) math learning and (b) game 
performance? 

4. Does a) lack of information or b) providing an incentive affect the frequency with 
which students voluntarily access feedback? 

Hypotheses for the Math Learning and Game Performance Outcomes 

1. Students who are given an explanation of the scoring rules will outperform students 
who are given minimal or no scoring information. 

a. Rationale: The explanation of scoring rules provides relevant and useful 
information regarding criteria and feedback of performance. 

2. Students who are given both the explanation of the scoring rules and an incentive to 
access feedback will outperform (a) those given only the explanation of the scoring 
rules and (b) those who received minimal or no scoring information. 

a. Rationale: The incentive should motivate students to use provided feedback 
during the game to add to the benefit of having the elaborated scoring rules 
information. 

Hypotheses for Accessing Feedback Help 

1. Students who receive minimal scoring information will voluntarily access feedback 
more frequently than students who receive an explanation of the scoring rules. 

a. Rationale: The students who receive minimal scoring information will need to 
use the feedback most often because their lack of information should limit 
their understanding of the underlying causes of their mistakes. 

2. Students who receive an incentive that returns lost points to the player will 
voluntarily access feedback more frequently than students who are given an 
explanation of the scoring rules but no incentive. 
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a. Rationale: The incentive will motivate students to use the feedback help 
because points are an important aspect of the game. 

3. Students who receive an incentive will voluntarily access feedback more frequently 
than students who receive minimal scoring information. 

a. Rationale: Compared to a lack of information, an incentive is a stronger 
motivation to access feedback. 

Research Design 

A randomized-control, 1 × 5 design (Kirk, 2009) was used in this study. There was a 

control group and four treatment conditions, which are described in the following section. 

Within participating after-school programs, each participant was randomly assigned to one of 

the five conditions. 

Description of Conditions Used in the Study 

Two pilot tests were conducted to refine the assessments and the final set of 

independent variables. Variations of explanations of scoring rules (e.g., the timing of the 

information—before game play or during the game) and the motivation of help seeking (e.g., 

competition, external prizes) were tested. As a result of the two pilot studies, the final set of 

independent variables used in the study were reduced to (1) variations in the amount of 

information provided to the player regarding the scoring rules and (2) incentives directly 

incorporated in the game to encourage effective help-seeking behavior. In this section, a 

description of all of the conditions used in the study will be provided. First, the control group 

will be described, followed by details of each individual treatment condition. 

Control group. The control group played a different math game on an iPod Touch.1 

The goal of this math game was to find sets of matching and adjacent whole numbers. More 

points were awarded for larger sets. This game was chosen because it was in the domain of 

math but did not target the same learning objectives as the experimental game. 

Treatment Conditions 

Players in all of the treatment conditions played games that contained tutorials, 

feedback, a general help menu, and opportunities to access additional feedback.2 The 

treatment conditions differed along two dimensions based on the independent variables: (1) 

amount of information provided regarding the scoring rules, and (2) the use of incentives to 

                                                 
1 While it may be expected that students in the control group would be more motivated to play given the 
different modes of technology (i.e., iPod Touch versus a laptop), this was not the case. When provided the 
opportunity to continue game play, most students who played the iPod Touch game wanted to try the laptop 
game. 
2 Details of these components of the games will be elaborated in the section on game design. 
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motivate accessing instructional feedback help when a mistake was made. Table 1 contains 

summary descriptions of the conditions. Following the table, each of the conditions is 

described in more detail. 

Table 1 

Treatment Condition Descriptions 

 Independent variables 

 Amount of information player was given regarding game’s scoring rules 
After a mistake 

was made, player 
was given an 
incentive to 

access additional 
feedback help 

Treatment 
condition 

Explanation 
of scoring 
rules given 

prior to game 
play 

Explanation of 
scoring available 
in general help 

menu 

Explicit feedback 
about when and 

how many points 
are earned and lost 

Math 
elaborated 

feedback of 
scored event 

No scoring 
rules info. 

O O O O O 

Points-only 
feedback 

O O X O O 

Explanation 
of scoring 
rules  

X X X X O 

Rewarding 
help seeking 

X X X X X 

 

No scoring rules information. In this condition, no scoring rules information was 

given other than (a) information on where the points were displayed on the screen, and (b) 

change in the number of points displayed at the completion of the level. The information 

about points earned was presented at a summary level, so players in this condition did not 

benefit from the knowledge of which events triggered either the attainment or loss of points. 

The students in this condition played a version of the game that provided no feedback beyond 

knowledge of results. For example, when a student failed to complete a level, the character in 

the game exploded. No explicit information, however, was given regarding the potential 

cause for the mistake. It was expected that this would be the most difficult version of the 

game to play. 

Points-only feedback. This treatment condition was similar to the no scoring rules 

information condition with one exception. Players in the points-only feedback condition were 
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alerted explicitly when an event that triggered the earning or losing of points occurred.3 For 

instance, when a successful move was made, players were presented with a feedback screen 

that said “+100 points!” While this feedback provided more information than was given in 

the no scoring rules condition, the burden was still on the player to infer the underlying cause 

of why points were earned or lost. 

Explanation of scoring rules. Players were provided an explanation about the game’s 

underlying scoring rules information in the (a) tutorials prior to game play, (b) general help 

menu that was available throughout game play, and (c) math elaborated feedback that made 

explicit the link between the event in the game and the mathematical principle underlying 

that event. The explanation given in the tutorials included which specific events triggered the 

earning or losing of points, as well as the rationale for why these events were chosen. 

Explanation of scoring rules plus incentive to seek additional feedback. Players in 

this condition played an identical version of the game as those who were given an 

explanation of the scoring rules, with one exception. When the players lost points, by making 

a critical mistake in the game, an option to regain a portion (%) of the points if they accessed 

feedback was given. In the remaining text, this condition will be referred to as the scoring 

explanation with incentive group. 

Experimental Materials: Game 

Designing the game. The game developed for this study, Save Patch, was a 

collaboration among researchers at the National Center for Research, Evaluation, Standards, 

and Student Testing (CRESST) and graduate students in a game program at the University of 

Southern California’s (USC) Game Innovation Lab. The expertise of the researchers at 

CRESST resided primarily in the areas of math, assessment, and learning; the USC students 

were studying game design at the Game Innovation Lab. The USC students were in their 

second year of school, pursuing a master of fine arts in game design and were supervised by 

the director for the Game Innovation Lab. A series of earlier studies of the Save Patch game 

conducted with middle school students indicated that for students with low prior knowledge, 

the game increased performance on a math assessment from pretest to posttest (Chung et al., 

2010). Given the targeted topics, however, it was believed that the game may be better suited 

for younger students who may have had less exposure to instruction on fractions. 

Assessment architecture for game design. To ensure alignment among learning 

objectives, assessment items, and game design, an assessment architecture was created to 

                                                 
3 Note, in this condition, students were not explicitly told which events would trigger the earning or losing of 
points prior to their occurrence. 
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guide the design of the game (Baker & Delacruz, 2007). The assessment architecture was 

derived from Baker’s (1997) Model-Based Assessment approach, which requires 

specifications of the cognitive demands and key learning content to be learned. 

A sample of the underlying assessment architecture for Save Patch is contained in 

Appendix A (Delacruz, Chung, & Baker, 2010). It summarizes the interrelations between the 

targeted learning objectives and how they were operationalized in the game design. Moving 

along each column illustrates the process of identifying the cognitive demands of the learning 

environment (i.e., problem solving), how problem solving was defined in terms of the math 

content, and how these ideas were embedded in the game mechanics. 

Knowledge specifications. The targeted domain of this study was rational number 

equivalence. Creation of the assessment architecture required identification of key 

foundational ideas that formed the learning objectives of instruction, assessment, and game 

play. This information was written in the form of verbal statements called the knowledge 

specifications. The full set of knowledge specifications that were used to develop Save Patch 

are contained in Appendix B. A more extensive discussion of how the knowledge 

specifications were developed is found in Vendlinski, Delacruz, Buschang, Chung, and 

Baker (2010). Two key mathematics ideas that emerged from the literature (Lamon, 1999; 

Wu, 2001) and in discussions between math educators and researchers were selected as the 

focal concepts of the game: 

1. Only identical units can be added to create a single numerical sum. 

2. The size of a rational number is relative to how one whole unit is defined. 

The game design was meant to address some of the misconceptions or common errors 

students make when adding rational numbers (e.g., students add both the numerator and 

denominator of two rational number addends) (Brown & Quinn, 2006; Driscoll, 1982). One 

explanation for this common error is that students have difficulty understanding the meaning 

of a rational number (Kilpatrick, Swafford, & Findell, 2001). Specifically, students do not 

adequately decode the “unit” of a rational number (Fuson, 2003; Lamon, 1999). The 

difficulty with understanding the meaning of rational numbers is further complicated by the 

fact that the concept of rational numbers is often depicted as representations of circles (Saxe, 

Gearhart, & Seltzer, 1999). Therefore, to help make the connection to the prior knowledge 

students may have about whole number addition, the game exploited the fact that real 

numbers can be broken into smaller, identical parts to facilitate fractional addition. 

Specifically, the game was designed to illustrate that this process of the decomposition of 
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numbers is similar in both integer and fractional addition. It also presents the concept of 

rational numbers in multiple representations (number lines, grids, and symbolic numbers). 

Game play. Unlike previous games designed to teach mathematics (e.g., MathBlaster), 

fluency with the basic ideas (learning goals) was integral, not ancillary, to game play. The 

objective of the game was to help the game character (Patch) jump over obstacles (e.g., 

spikes, lava, quicksand) and move from block to block to reach the last “X” block (the final 

goal). To do this, players needed to compute the distance of the jump, place trampolines on 

the blocks, and add enough coils to the trampolines to make Patch bounce. The size of the 

coil determined how far Patch would bounce. For example, a one-half unit coil would cause 

Patch to jump over a one-half unit interval. 

The first part of the game required the player to determine the size of the intervals of 

the grid. The intersection of vertical red bars indicated the boundaries of the whole unit. The 

green dots broke up the whole unit into intervals (see Figure 1). 

 
Figure 1. The intersection of the vertical bars depicted the boundaries 
of the whole unit. The green dots broke up the whole unit into intervals. 

The size of the intervals reflected how the whole unit had been broken into fractional 

pieces. For example, in Figure 2, the size of the interval is one third of a unit because there 

are three intervals between the red bars. The same principle (size of a rational number is 

relative to the whole) was also applied to the sizes of the coils. In Figure 2,the size of the coil 

piece was one third of a whole unit coil because the whole unit coil had been divided into 

three pieces. 
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Figure 2. The number of pieces the whole unit has been broken into 
determined the size of the interval/fraction. 

Once the players have figured out the unit size of the spaces on the grid, they needed to 

add together the correct number of coils that will span the distance to jump over. For 

example, in Figure 3, to get safely from one block to the next, Patch needs to jump over three 

one-third-unit intervals. This means that to successfully make it to the next block, the 

trampoline must contain three one-third-unit-sized coils. If the trampolines did not contain 

the correct number or size of coils necessary to get Patch to the next block, Patch exploded 

into feathers and the students were allowed to replay the level.4 To reinforce the idea that 

only fractions with like denominators can be added together, the player could not combine 

coils that have different unit sizes. If a player had a trampoline with a one-third coil on it and 

tried to add a one-sixth coil, the one-sixth coil would not go onto the trampoline. 

                                                 
4 There were no limits to the number of times a student could attempt a move or reset a level. 
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Figure 3. Jump distance equals total number of spaces between blocks. 
The number of coils to add to a trampoline equals the jump distance. 

Scored events during game play. Across all of the conditions, three events were 

chosen as key points where performance would be evaluated. These events were chosen 

because they mapped onto the learning objectives of the game (see Appendix C for the 

rationale underlying the choice of the scored events). Points were earned any time the 

following event occurred: (a) player used coils that were the correct unit size for the grid, (b) 

player added together coils with like denominators, and (c) player successfully completed the 

level. Points were lost when any of the following events occurred: (a) player used coils that 

were not the correct unit size for the grid, (b) player attempted to add coils with unlike 

denominators together, and (c) player failed to get Patch to an intermediate goal. 

Stages and levels. A stage and level approach was implemented. The game was 

divided into six stages that represented chunks of information that were taught in the game. 

Each stage began with a tutorial, followed by the game levels for student practice of what 

was taught in the tutorials. 

Tutorials. In this section, the structure and content of the tutorials are provided. First, 

information about what was constant across the treatment conditions is given. Then, details 

of the differences in the tutorials among the treatment conditions are discussed. 

Similarities across treatments. For each condition, each of the six stages began with a 

tutorial level, which introduced the math and game content (see Appendix D for example 

screenshots of the tutorial). The design of the tutorial was meant to first contextualize the 

math concept within the game, and then discuss how that concept relates to math in general. 



 

21 

For example, in Stage 2, players were introduced to the concept that the size of a fraction is 

relative to the whole unit. With the purpose of figuring out the size of the spaces on the grid, 

it was explained to players that the denominator of the size of the space represents the 

number of spaces the whole unit was broken into. Players were directed to the vertical red 

lines as the whole unit boundaries and the green dots that marked the intervals. Next, this 

same concept was illustrated in the context of determining the size of a coil. Finally, players 

were told that this same concept applies to determining the size of a fraction in the context of 

general math using symbolic, Arabic numerals. 

The tutorial information was presented as both written text and guided interaction. The 

guided interaction took the form of asking students to perform a task such as “drag the 1/2-

unit coil to the trampoline.” If the task was executed correctly, the student advanced to the 

next part of the game. However, if the task was not correctly executed, feedback was given 

(e.g., “No, that is the 1/4-unit coil”) and the students were given the option to try again. 

There were no limits to how many attempts a student could make during the guided tutorials. 

The tutorials were presented as separate screens. To advance to the next screen, the 

student had to click on the “Next” button. Although students could not move back and forth 

between the screens, the option to return to the beginning of the tutorial (both during the 

tutorial itself and during the practice game levels) was always available. The content of the 

stage determined the number of screens presented (see Table 2 for a brief description of what 

is taught at each stage and the number of screens per stage). On average, students spent 

between 1 to 6 minutes on the tutorials, depending on the stage. 

Table 2 

Stage and Level Description for the Game 

Stage Description 

Number of 
screens 

presented 

1 Basic game mechanics: Using trampolines and coils 12 

2 Defining a unit, identifying the fraction size, meaning of a denominator 8 

3 Adding fractions with like denominators, meaning of a numerator 5 

4 Moving in different directions, using negative coils (to “undo” the addition of 
coils) 

2 

5 Decomposing a quantity into smaller, equal parts using “scrolling” 3 

6 Adding fractions with unlike denominators 5 

Bonus  More complex adding of fractions with unlike denominators 8 
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Tutorial information differences among treatments. The only differences in the 

content of the tutorials among the treatments pertained to the game’s scoring rules. All of the 

students in each condition were told where the points were located on the screen. However, 

only students in the scoring explanation and scoring rules with incentive groups were 

provided information during the tutorials on which events were scored and the underlying 

mathematical reason. For instance, in Stage 3, players in these two conditions were told when 

points would be earned (added coils with like denominators) and when points were lost 

(added coils with unlike denominators). Players in these two conditions were also given the 

rationale for why points were lost when coils with unlike denominators were added together 

(see Figure 4). 

 
Figure 4 .Example of information given to player about the 
rationale underlying a scored event. 

Feedback. All of the players in each condition received feedback that was in the form 

of the knowledge of results without elaboration or explanation (Shute, 2008). This type of 

feedback was given after three events. When a player tried to add a coil to a trampoline that 

had a coil with unlike denominators, the coils would not combine on the trampoline. Also, if 

the trampoline did not contain the correct-sized coil, or amount necessary to cover the 

distance of the jump, Patch exploded into feathers. When Patch jumped from block to block 

without exploding, this indicated that the player placed the correct quantity of coils needed to 

make the jump. The score displayed on the screen also changed after each level was 

completed. 
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Feedback differences among conditions. What differed among the conditions was the 

amount and type of explanatory scoring-based feedback given. As stated before, students in 

the points-only feedback, scoring explanation, and scoring explanation with incentive groups 

were explicitly alerted when points were earned or lost. 

Players in the scoring explanation and scoring explanation with incentive groups were 

given a feedback image intended to serve multiple functions. The feedback image (a) 

indicated that points were earned or lost, (b) gave each event a mathematical label (e.g., 

correct denominator bonus), and (c) made explicit the link with the underlying mathematics 

and the game event (e.g., good coil choice) (see Appendix E for screenshots of each feedback 

image). 

General help menu. All of the players in each condition had access to a general help 

menu at any time throughout the game levels.5 The topics that were included in the general 

help menu provided information on game mechanics (e.g., how to make Patch move in 

different directions) as well as instructional information such as how to choose the right-

sized coil and how to add coils of different sizes. The game kept track of which topics were 

accessed and how often they were accessed. 

Like the tutorials, the only content in the general help menu that differed among the 

conditions was information pertaining to the scoring rules. Players in the scoring explanation 

and scoring explanation with incentive groups had access to an additional topic labeled 

“Earning points.” This information was a summary of the scoring rules information that was 

presented in the tutorials. 

Feedback help. After the second consecutive mistake (e.g., chose the wrong-sized coil, 

added coils with different denominators, failed to reach the goal), all of the players in each 

condition were given an opportunity to access additional feedback by clicking on a button 

that read, “Click here for help.” The additional feedback provided elaborated explanations 

and hints that were designed to assist the player with repairing the mistake. Appendix F 

contains example screenshots of the additional feedback that was given in the game. 

Because of a programming error, one of the treatment conditions (no scoring rules 

information) was not given an opportunity to access instructional feedback help after a failed 

attempt. However, it is believed that any potential problems were somewhat mitigated by the 

fact that the same information was made available in the general help menu.6 Additionally, in 

                                                 
5 The general help menu was not accessible during the tutorials. 
6 The data indicate that 24 out of the 28 students in the no scoring scheme information condition accessed the 
same information at least once. Eighteen students accessed it more than once. 
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the analyses of the data, the data from this condition were not examined individually (i.e., 

they were combined with the data from students in the points-only feedback). The rationale 

for this decision is provided in the results section. 

Materials: Dependent Measures 

Math achievement measures. The pretest and posttest were designed to assess the 

targeted knowledge specifications of the game. Although the knowledge specifications 

identified what concepts were to be assessed, item specifications specified the performance 

expectations of a student proficient with the knowledge (Vendlinski et al., 2010). 

Specifically, the item specifications identified the stimuli or situations that could be 

presented to the students and the subsequent desired responses (see Appendix G for item 

specifications). 

The assessment used to measure math achievement consisted of items that focused on 

the size of a unit and how to represent and add fractions with both like and unlike 

denominators. See Figure 5 for an example of the assessment items that were administered. 

The full measures are in Appendix H (pretest) and Appendix I (posttest). 

What does the denominator of 4 tell you in 
 

3

4
? Choose only one answer. 

a. It tells you there are four 
 

3

4
’s in this fraction 

b. It tells you the whole unit is broken into four pieces 

c. It tells you there are four whole units in this fraction 

d. It tells you to add 3 four times 

Figure 5 .Sample items on the math assessment. 

There were 31 items on the pretest and the same 31 items also appeared on the posttest. 

The posttest contained an additional 13 items. These additional items targeted the same 

concepts as the items that appeared on both the pretest and posttest. However, these items 

were consistent with practice in the game (for example, see Figure 6). 
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Suppose a trampoline with a 
3

2
 coil was placed on the grid as shown below. 

Place an “X” on the spot where Patch would land after pressing Jump. 
 

Figure 6. Example of a posttest item that was written in the game context. 

Game performance outcomes. The game outcomes described in Table 3 were 

identified prior to game development as critical indices of learning. These events were 

automatically logged during game play to facilitate analysis of in-game learning. 

Table 3 

Game Performance Outcome Descriptions 

Description 

Total number of coils with unlike denominators added together 

Total number of coils that were the wrong-sized unit for the grid was used 

Total number of coils with like denominators added together 

Maximum level reached after 20 minutes 

Total number of resets in the game 

Total number of failed attempts in the game 

 

Frequency of voluntarily accessing additional feedback. The frequency of 

voluntarily accessing additional feedback was measured by examining the proportion of 

times feedback was accessed, relative to the number of opportunities to access feedback. 

Four measures were created by computing the number of times feedback was accessed 

divided by the number of times an opportunity to access the feedback was provided. These 

were: the total proportion of times that the additional feedback was accessed (a) overall in the 

game, (b) after coils with different denominators were added together, (c) when a coil that 

was the wrong-sized unit for the grid was used, and (d) when Patch did not make it to the 

next block. 

Post-Game Survey: Motivation and Student Experience with Games and Mathematics 

A survey was administered after the game was played. The questions in the survey 

gathered self-reported motivation to play the game and information about a student’s 
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computer and gaming experience. Additional measures were obtained for variables that 

might be related to games for learning. 

For example, research has shown that achievement can be predicted by two general 

components: value and expectancy (Pintrich & De Groot, 1990; Wigfield & Eccles, 2000). It 

is also argued that self-efficacy (i.e., confidence about success) is an integral part of gaming 

(Garris, Ahlers, & Driskell, 2002). Additionally, part of the appeal of games for learning is 

that students can engage in both collaborative and competitive play (Kirriemuir & 

McFarlane, 2004), which research has shown can produce academic benefits (Webb & 

Palinscar, 1996). Therefore, the post-game survey contained measures of academic self-

efficacy, math self-concept, and preferences for competitive or cooperative learning 

environments. The full measure can be found in Appendix J. 

Self-report on motivation. Students rated how much they agreed with statements 

about the game, such as “I lost track of time” or “I thought the game was boring” on a four-

point scale (1 = disagree, 2 = disagree a little, 3 = agree a little, 4 = agree). 

Computer and gaming experience, Students reported how frequently they played nine 

types of games (e.g., puzzle, real time strategy, action) on a four-point scale (1 = hardly ever, 

2 = sometimes, 3 = often, 4 = very often). Students also reported how many hours per week 

they played video games, as well as their skill level with video games and computers. 

Self-efficacy and math self-concept. For the measures of self-efficacy and math self-

concept, four of the scales from the Programme for International Student Assessment (PISA) 

were used (Marsh, Hau, Artelt, Baumert, & Peschar, 2006). For both measures, students rated 

how much they agreed with the given statements on a four-point scale (1 = disagree, 2 = 

disagree a little, 3 = agree a little, 4 = agree). The reliability information on these scales 

reported by Marsh et al. (2006) is presented in Table 4. 

Table 4 

Reliability Information on PISA Scales for Measures of Self-Efficacy and Math Self-Concept 

   Current study measure PISA scale 
Number of 

items 

Cronbach’s 
alpha for total 

sample 

Self-efficacy: 8 items total Perceived self-efficacy 4 .77 

 Control expectation 4 .75 

Math self-concept: 6 items total Interest in math 3 .75 

 Self-concept in mathematics 3 .88 
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Cooperative and competitive learning preferences. The items from PISA that 

targeted competitive learning and cooperative learning preferences were used to measure 

students’ preferences for cooperative and competitive learning. Students rated how much 

they agreed with the given statements on a four-point scale (1 = disagree, 2 = disagree a little, 

3 = agree a little, 4 = agree). Table 5 contains the reliability information reported by Marsh et 

al. (2006) for these scales. 

Table 5 

Reliability Information on PISA Scales for Measures of Cooperative and Competitive Learning 
Preferences 

Current study measure PISA scale 
Number 
of items 

Cronbach’s alpha 
for total sample 

Competitive learning preference Competitive learning 4 .78 

Cooperative learning preference Cooperative learning 5 .75 

 

Procedures 

Recruitment of Schools and Participants 

Description of the after-school program. Schools and participants were recruited 

from an after-school program (from fourth to sixth grades) in a large urban city that was run 

by the city’s Department of Parks and Recreation. The program coordinated the after-school 

activities at 62 schools in the city. At each school, there was a site director and a team of 

program leaders that ran the program. The components of the after-school curriculum 

included academic enrichment through homework and tutoring assistance, literacy and math 

activities, and enrichment recreation activities, such as art, cooking, and chess. The majority 

of the students that participated in the program matched the targeted sample of this study 

(i.e., groups that historically do poorly in math). A large proportion of the students were 

either African American or Latino/a, were eligible for a free lunch, and were classified as 

English language learners (ELL) (Fitzgerald, 2009). Five sites were chosen on the basis of 

their proximity to each other to facilitate data collection. 

Participants 

The data were collected from 161 students in a large urban city, at five different 

elementary schools. Table 6 contains information about the schools used in the study. The 

schools serve a largely socioeconomically disadvantaged population (low SES), with a 

sizable proportion of ELL students. Moreover, other than School A, most of the schools that 
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participated in the study did not meet the necessary proficiency levels in mathematics. 

However, compared to schools with comparable students, their performance was generally 

above average. 

Table 6 

Information About Schools Used in the Study 

  

Percentage of 
students classified 

as: 

   Percentage of 
students that 

achieved proficient 
or advanced level on 

state standardized 
tests 

School 

Number 
of 

students 
(4th-6th 
grade) 

Low 
SES 

English 
language 
learner 

Base 
API in 
2009 

API 
ranka 

Met Adequate 
Yearly Progress 
in 2008-09 for 

math 
proficiency 

Low 
SES 

English 
language 
learner 

School A 173 100% 35% 752 8 Yes 55% 46% 

School B 274 100% 52% 702 4 No 39% 30% 

School C 358 70% 31% 716 6 No 37% 29% 

School D 130 90% 14% 630 5 No 31% 27% 

School E 242 98% 44% 747 7 No 54% 39% 

aSimilar schools. 

Student background. The students were in fourth to sixth grade. All of the participants 

in this study participated in the district’s after-school program. 

Background information was collected from students in a survey administered after 

they played the game. The numbers in the table below do not reflect the entire sample 

because many students were unable to complete the survey due to early departures. This 

information has not been otherwise verified. 
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Table 7 

Demographic Information: Grades, English Language Learner Status, and Self-
Reported Math Grades 

Background variable n (%) 

Grade in school  

Grade 4 39 (30.5%) 

Grade 5 42 (32.8%) 

Grade 6 30 (23.4%) 

Gender  

Female 51 (39.8%) 

Male 53 (41.4%) 

Ethnicity  

Biracial/multiethnic 13 (10.2%) 

African American 28 (20.1%) 

Asian or Pacific Islander 17 (13.3%) 

Latino 31 (24.2%) 

Native American  2 (1.6%) 

White, non-Hispanic 4 (3.1%) 

Other 13 (10.2%) 

English Language Learners: How often do people in your 
home talk to each other in a language other than English? 

 

Never 32 (25.0%) 

Once in a while 16 (12.5%) 

About half of the time 17 (13.3%) 

All or most of the time 40 (31.3%) 

Self-reported prior math grades on last report card  

A 43 (33.6%) 

B 24 (18.8%) 

C 10 (7.8%) 

D 3 (2.3%) 

F 1 (.8%) 

 

Data Collection Administration Procedures 

This section will describe the procedures that were used during the study 

administration. First, it will address how students were assigned to a treatment condition. 

Then it will outline the basic setup of the technology (e.g., labeling computers with numbers, 
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entering IDs) as well as measures. Next, the study will provide a description of the basic 

overall administration of activities. Finally, given the unique layout of each school, the 

configuration of the equipment and measures at each school will be described. 

Assignment to treatment condition. Within each school, students were randomly 

assigned to a treatment condition. The sample was not stratified by grade level. Cards were 

created with the numbers 1 to 35. Upon arrival to the data collection site, the student was 

given a card with a number. This process was used to ensure random assignment to each 

condition. However, when there was an uneven number of students at a site, priority was 

given to assigning students to one of the treatment conditions to ensure that the sample sizes 

for each treatment condition were sufficient. For instance, when there were 18 students in a 

group, after the 15 students were distributed across the five conditions, the remaining three 

students were assigned to the Save Patch treatment conditions (rather than the control group). 

This process contributed to there being fewer students in the control group. After the students 

received their numbers, they sat down at their assigned space. All of the students were told to 

wait until they were told to begin. 

Setup of laptops and tests. Thirty laptops and five iPod Touches were available at 

each administration. The four versions of the game were on each laptop. Each laptop and 

iPod Touch was assigned a data collection computer number (laptops: 1 to 30, iPod Touches: 

1 to 5).These numbers were printed on large cards that were placed on or near the computers. 

Also, the pretest was labeled with an ID and placed at each laptop prior to the study; the 

participant’s ID was entered onto each computer and iPod Touch. The computers and iPod 

Touches were organized so that students within each condition were in close proximity to 

each other. 

Data collection activities. An average of about 90 minutes was spent on the study at 

each site. The basic timing and order of the task were the same at each site. The descriptions 

of the study activities will follow. 

Brief introductory announcement (5 min). During the introductory announcement, the 

researchers introduced themselves and provided background information regarding the 

purpose of the study. Students were told that there were different versions of the game and 

that the purpose of the study was to investigate which version was most effective for 

learning. 

Pretest (15 min).When students finished the pretest, they were asked to wait to begin to 

play the game until everyone finished the test. Students were told that the pretest was not 

going to count for a grade; instead, it would be used to determine whether the game was 
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effective for learning math. Also, the students were instructed to write “don’t know” or “DK” 

if they did not know the answer to a question, rather than leave it blank. Students began the 

pretest at the same time. On average, it took students about 10 to 15 minutes to complete the 

test, although the time necessary to complete the test never exceeded 15 minutes. 

Game introduction (2 min). Once everyone finished the pretest, the game was 

introduced. Students were told that there was very helpful information given in the game, and 

that it was important to read the information because there was no audio. Students were also 

made aware of the help menu that was available throughout the game. 

Game play (25-40 min). Every effort was made to ensure that each student played the 

game for at least 30 minutes. However, the amount of time for game play varied because 

many students departed for home early. 

Posttest and survey (30 min). After playing the game, the students were given the 

posttest and the demographic/motivation survey. Students were told that some of the 

questions that appeared on the pretest would be on the posttest, but that the information they 

learned from playing the game might be useful to answer the posttest questions. 

School-specific configurations. The data collection configuration varied at each 

school. The next section will describe the configuration for each of the schools and how the 

study was administered at each site. 

School A. Data were collected from 44 students at this site. Because of the number of 

available laptops and iPod Touches, the students were randomly split into two groups and the 

study took place in two overlapping cycles (see Table 8). There were 26 students in the first 

group and 18 students in the second group. The study took place in two classrooms, with one 

room devoted to game play (Room A) and the other used to complete some of the paper 

measures (Room B). The students moved from classroom to classroom to maximize space 

and time on the computer. Group 1 took the pretest and played the game in Room A; they 

took the posttest in Room B. Group 2 completed the pretest in Room B and played the game 

and took the posttest in Room A. When Group 1 began their game play, Group 2 began their 

pretest in Room B. 
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Table 8 

Data Collection Administration Timing at School A 

Room A Time Room B Time 

Group 1: Pretest 15 min.   

Group 1: Game play  40 min. Group 2: Pretest 15 min. 

Group 2: Game play 30 min. Group 1: Posttest 30 min. 

Group 2: Posttest 30 min.   

 

School B. Data were collected from 27 students at this site. The study took place in one 

classroom. There was additional time after the posttests were completed, so the students were 

given the opportunity to continue to play if they desired. Most of the students elected to keep 

playing the game rather than leave the room to engage in free-choice activities. 

School C. Data were collected from 32 students at this site. The study took place in the 

school’s learning center, which was configured as both a library and a computer lab. There 

were six pods of four to six students throughout the room, and one big table in the middle 

that held 10 students. Because of the limited number of laptops, the data were collected from 

two cycles of groups at this site. For the first cycle, there were 23 students who were 

distributed across three pods and the big table. The students in the first cycle who were 

seated at the big table moved to the smaller pods where they completed their posttests. The 

second cycle of students were moved to the big table and completed their study. 

School D. Data were collected from 24 students at this site. The study took place in one 

classroom. 

School E. Data were collected from 34 students at this site. The study took place in the 

cafeteria. Seven long tables were used (i.e., three of the tables were used as the computer 

area; three of the tables were used to complete the paper measures; and one table was used 

for the students in the iPod Touch condition). The sample was divided into two groups for 

convenience. The first group moved between the computer and paper measure areas. The 

second group stayed at the same space for the study. Data were collected from two groups 

with 30 students in the first group and four students in the second group. Each of the four 

students in the second group was randomly assigned to one of the four treatments. 

Analysis 

The first phase of analysis consisted of determining the final sample of students. Only 

students who completed both the pretest and posttest, and played the game for at least 20 
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minutes were included in the final analyses. The cause for attrition was that data collection 

took place during an after-school program. Many students were unable to complete the study 

due to early departures. One student opted not to complete the study and was in the no 

scoring rules information condition. 

Table 9 

Breakdown of Students from Original Sample and Final Sample 

Sample of students 
Control 
group 

No scoring 
rules 

information 

Points-
only 

feedback 
Explanation of 
scoring rules 

Explanation of 
scoring rules with 
added incentive 

Total 
number 

of 
students 

Students in 
original sample 

16 34 32 41 39 162 

Students in final 
sample 

16 28 22 30 32 128 

 

Analysis of Dependent Measures 

Math achievement measures. The second phase of analyses involved scoring the 

items on the math assessment. The three open-ended items on the math assessment were 

scored using three raters who were trained on how to apply the rubrics. The final rubrics that 

were used to score the items are contained in Appendix K. The training process began with 

each rater being given five student responses to each of the three open-ended questions. 

Ratings were reviewed as a group and discrepancies were resolved. The rubric was modified 

for clarity as needed. For each of the three questions, each rater used the final version of the 

rubric to score responses from 20 students (10% of sample). Interrater reliability for each 

item was determined by calculating the Intraclass Correlation Coefficients (ICC) for each 

item (McGraw & Wong, 1998). A two-way, mixed-effect model was used to examine the 

absolute agreement of measurements between the three raters for each of the three open-

ended items (see Appendix L for the rationale underlying the choice of the model used). 

Table 10 contains the interrater reliability for the three open-ended items. 
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Table 10 

Interrater Reliability for Open-Ended Items 

Item Interrater reliability 

1 0.75 

2 1.00 

3 1.00 

 

After the open-ended items were scored, four math achievement measures were created 

from the assessment items: (a) pretest, (b) posttest, (c), transfer items, and (d) game context 

items. Table 11 provides a summary of these math achievement measures. 

Table 11 

Description of Math Achievement Measures 

Math achievement measure Description 
Total number 

of items 

Pretest score Total number of correct responses on the pretest 31 

Posttest score Total number of correct responses on the posttest items that 
appeared on the pretest  

31 

Transfer items score Items that asked students to represent fractions with 
different representations (e.g., cookies) or word problems 

4 

Game context items score Items that were written in the same context of the game 
and directly reflected what was practiced in the game 

13 

 

Normalized change scores. Hake (1998) proposed the use of normalized gain scores 

(see Equation 1) as a way to better reflect the strength of the treatment, giving more weight to 

students who did better on the pretest. The rationale for the use of normalized gain scores is 

that it is more difficult to improve performance for students who are already doing well in a 

domain (i.e., the ceiling effect). The use of normalized gain scores, or g, is most often used in 

Physics education. 

Equation (1):

(%) (%)

100 (%)

posttest pretest
g

pretest





 

However, Marx and Cummings (2007) presented two problems with using g to measure 

change that are relevant to this study. First, the authors claimed that g has a bias toward low 

pretest scores and that g generates a non-symmetric range of scores, which makes finding the 

average g of a group difficult. To correct for these problems, the use of a normalized change 
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score (denoted as c) is proposed (see Equation 2).The normalized change score characterizes 

the change in scores regardless of the pretest score and eliminates the low-pretest-score bias, 

with normalized change scores ranging from -1 to +1. Moreover, students whose posttest 

scores either increase or decrease by the same percentage relative to the maximum possible 

gain or maximum loss will obtain the same magnitude of c. Because there were students for 

whom pretest to posttest scores decreased in this current study, it was logical to use an 

analytical tool that more appropriately accounts for the decrease in scores. 

 

  

posttest(%) pretest(%)

100 pretest(%)  pretest> posttest 

Equation (2): c =  0 posttest = pretest 
 

 

posttest(%) pretest(%)
pretest(%)  posttest> pretest 

 

Extracting Outcomes From Log Data: Game Performance and Help Seeking 

The second phase of the study was to extract game performance and help-seeking 

outcomes from the log data. The log data from the games were downloaded from each 

computer and compiled into a single text file. The text file was then exported into SPSS for 

processing. Creation of the game performance and help-seeking outcomes required basic 

summation or averages of the event-level data (e.g., total number of resets). 

Measures of the Motivation to Play the Game 

Two measures of students’ self-reported motivation to play the game were created from 

the mean average of responses to the survey items. The first measure comprised all of the 

positive comments about the game (10 items) and the second measure consisted of all of the 

negative comments about the game (8 items). 

Reliability Analyses 

To determine the inter-item reliability of the scales that were created, Cronbach’s alpha 

were computed for the (a) pretest, (b) posttest, (c) transfer items, (d) game context items, (e) 

motivation measures, (f) measures of self-efficacy and math self-concept, and (g) measures 

of preferences for cooperative and competitive learning. 



 

36 

Analyses of Research Questions 

For each of the research questions, descriptive statistics were obtained from the data by 

computing the means, standard deviations, and standard error. Pearson’s correlation 

coefficients were computed to examine the correlation among the measures or variables. 

For the first three research questions, analyses of variances (ANOVAs) were computed 

to test the effect of the treatment conditions on the math achievement measures and the game 

performance measures. Linear regressions models were used to examine the additive effect 

of treatment conditions after adjusting for pretest scores. Interactions between pretest scores 

and treatment conditions on the math achievement measures were also tested. 

Hypothesis testing. Three sets of orthogonal planned comparisons were conducted to 

examine if the data supported the hypotheses of the study. Performance on the math 

achievement measures, game performance measures, and the frequency of accessing 

feedback were compared between students in the: 

1. Scoring explanation and minimal scoring information conditions (Hypothesis 1) 

2. Scoring explanation plus incentive and the scoring explanation conditions 
(Hypothesis 2) 

3. Scoring explanation plus incentive and minimal information conditions 
(Hypothesis 3) 

Exploratory Analyses 

Interaction effects of background variables on math achievement were measured. 

ANOVAs were employed (using treatment conditions as the independent variable, math 

achievement measures as the dependent measures, and the background variables that were 

correlated with the math achievement measures as covariates). Since the study was 

administered at five different schools, analyses were conducted to rule out any potential 

school-specific effects. Analyses of subsamples were also conducted to examine if the 

treatment conditions had differential effects on students with certain characteristics (e.g., low 

self-efficacy). 

Closer examination of access of feedback in individual levels. To examine more 

closely the differential effects of the treatment conditions on the access of feedback after the 

wrong-sized unit was used, the data were examined and levels were identified in which all 

three of the treatment conditions accessed the feedback. Three measures were created: (1) the 

amount of time it took to access the feedback, (2) the amount of time that was spent on the 

feedback, and (3) the amount of time it took to complete the level after feedback was 

accessed. 
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Access of the general help menu. As an additional analysis of the effect of the 

treatment conditions on accessing feedback in general, the frequency of accessing each topic 

in the general help menu was determined by each condition. 

Motivation. To determine whether the treatment conditions varied in their self-reported 

motivation to play the game, ANOVAs were computed. The independent variable was 

treatment condition and dependent measures were two scales that separately comprised (a) 

the positive comments and (b) the negative comments. 

Results 

The following section contains the results from the analyses of the data. First, the inter-

item reliability for each of the scales that were created for the study is presented. Second, the 

first research question is addressed by reporting results on the effectiveness of combined 

Save Patch treatments compared to a control. Third, the results from the verification of the 

randomization of assignment to treatment conditions are given. Descriptive, correlation, and 

inferential analyses of the effects of the treatment conditions on the math achievement 

measures, game performance measures, and the voluntary access of feedback are reported. 

Results from the additional exploratory analyses are presented: (a) tests of interactions to 

discern differential treatment effects on subgroups classified according to background 

variables, (b) analyses of voluntarily accessing feedback in specific levels, and 

(c) comparisons between the treatment groups on the access of topics in the general menu. 

Reliability Analyses 

Cronbach’s alpha coefficients were computed to determine the inter-item reliability of 

each scale, reported in Table 12. The transfer item scale yielded a low reliability coefficient. 

The low reliability suggests that this scale may not be unidimensional, which may make 

interpretations using the transfer measure questionable. However, to examine further the 

reliability of the transfer measure, the test-retest reliability was determined by computing a 

correlation between the transfer item scales on the pretest and on the posttest for the control 

group. The reliability coefficient for the transfer items was .83. 
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Table 12 

Inter-item Reliability Results for Scales Used in Study 

Measure Number of items Cronbach’s alpha coefficient 

Pretest 31 0.89 

Posttest 31 0.87 

Transfer items 4 0.33 

Game context items 13 0.83 

Motivation: Positive comments 10 0.92 

Motivation: Negative comments 8 0.80 

Self-efficacy 8 0.88 

Math self-concept 6 0.82 

Cooperative learning preferences 5 0.82 

Competitive learning preferences 4 0.73 

 

Research Question 1. What is the effect of a pre-algebra math game on learning 
outcomes of upper elementary students compared to a control group? 

The first research question asked whether there would be an effect of playing Save 

Patch compared to a control group on the math achievement measures7 including the 

posttest, normalized gain score, and transfer items. Table 13 reports descriptive information 

about the two groups, including means, standard deviations, and standard error. The control 

group’s average normalized change score was negative. 

Table 13 

Descriptive Statistics for the Control Group and Combined Save Patch Treatments 

Math achievement measures Min. Max. M SE SD 

Control groupa      

Pretest 6.00 26.00 14.44 1.35 5.40 

Posttest 0.00 25.00 13.81 1.71 6.85 

Transfer items (pretest) 0.00 4.00 2.19 0.29 1.17 

Transfer items (posttest) 0.00 4.00 2.06 0.32 1.29 

Normalized change scores -1.00 0.38 -0.08 0.10 0.39 

                                                 
7 The game context items were not analyzed because the control group did not answer those items. 
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Math achievement measures Min. Max. M SE SD 

Combined Save Patch treatmentsb      

Pretest 2.00 31.00 15.17 0.62 6.56 

Posttest 3.00 30.00 15.38 0.56 5.94 

Transfer items (pretest) 0.00 4.00 2.70 0.09 0.98 

Transfer items (posttest) 0.00 4.00 2.56 0.09 0.93 

Normalized change scores 0.00 4.00 2.56 0.09 0.93 

an = 16. bn = 112. 

Comparison of performance on math achievement measures. To compare 

performance on the math achievement measures, three independent samples t tests were 

conducted. The independent variable was game condition with two levels: control group and 

the combined Save Patch treatments. The dependent variables were the posttest, transfer 

items, and the normalized change scores. The results were not significant (reported in Table 

14). 

Table 14 

Results from Independent Samples t Tests Comparing Performance on the Math Achievement Measures for 
Students in the Control Group and Combined Save Patch Treatments 

      

95% 
confidence 

interval of the 
difference 

 

Math achievement measures t df p MD SE difference Lower Upper Cohen’s d 

Posttest -0.97 126 0.33 -1.57 1.62 -4.78 1.63 0.28 

Transfer items -1.91 126 0.06 -0.50 0.26 -1.02 0.02 0.52 

Normalized change scores -1.83 126 0.07 -0.10 0.06 -0.21 0.01 0.49 

 

Adjusting for pretest scores as a covariate. The results just described imply that there 

was no effect of playing Save Patch on the math achievement measures. However, findings 

from earlier studies on Save Patch indicate that pretest scores tend to explain most of the 

variance on math achievement measures (Delacruz et al., 2010). Controlling for pretest 

scores may clarify the amount of learning to be attributed to playing Save Patch. 

A linear regression framework was used to compare the differences between students in 

the two game conditions (control group versus playing Save Patch) on posttest scores and 

transfer item scores, after adjusting for pretest scores. The model that included both pretest 
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scores and game conditions as predictors of posttest scores was significant, F(2, 125) = 

191.53, p< .001. However, the coefficient for game condition ( = .97) was not significant, 

t(125) = 1.20, p = .23, which indicates that there was no effect of playing Save Patch, even 

after adjusting for pretest scores. 

For the transfer item scores, the model that included both pretest scores and game 

conditions as predictor variables was significant, F(2, 125) = 26.44, p< .001, explaining 

29.7% of the variance. The coefficient for the game condition ( = .44) was also significant, 

t(125) = 1.98, p = .05, with playing Save Patch explaining 2.2% of the variance above and 

beyond pretest scores, holding all other variables constant. 

 Data and methodology to examine the effect of the Save Patch treatments on math 

achievement measures. To answer research questions 2a and 3a, the data were examined to 

determine if there were any significant differences between the groups on gender, grade in 

school, gaming experience, self-efficacy, math self-concept, preferences for cooperative or 

competitive learning, and prior knowledge. The distribution of males and females did not 

differ for any of the Save Patch treatment groups, 2(3) =3.75, p = .29, nor did the grade in 

school of the student, 2(6) =2.20, p = .90. The ANOVAs that tested the effect of treatment 

conditions on students’ gaming experience, self-efficacy, math self-concept, preferences for 

cooperative or competitive learning, and prior knowledge failed to yield significant F 

statistics for any of the variables (see Appendix M). The findings from these analyses verify 

that the random assignment to treatment condition effectively created equivalent groups in 

terms of these variables. 

Dependent measures: Math achievement measures. Descriptive information for each 

for the math achievement measures for the overall sample is reported in Table 15. 

Table 15 

Descriptive Statistics for the Math Achievement Measures 

Math achievement measures Min. Max. M SE SD Skewness 

Pretesta 2.00 31.00 15.17 0.62 6.56 0.27 

Posttest 3.00 30.00 15.38 0.56 5.94 0.27 

Transfer items (pretest) 0.00 4.00 2.70 0.09 0.98 -0.51 

Transfer items (posttest) 0.00 4.00 2.56 0.09 0.93 -0.32 

Game context items 0.00 13.00 3.91 0.28 2.99 0.78 

Normalized change score -0.50 0.55 0.02 0.02 0.17 0.30 

an= 112. 
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Fisher’s skewness coefficient for the game context items suggested some skewness to 

the left. However, to test the effect of the Save Patch treatment conditions on the math 

achievement measures, analyses of variances (ANOVAs) were computed, which tended to be 

fairly robust to violations of normality (Lindman, 1974). Next, descriptive statistics for each 

of the math measures are presented for each individual treatment condition in Table 16. 

Table 16 

Descriptive Statistics for the Math Achievement Measures by Each Treatment Condition 

Math achievement measures Min. Max. M SE SD Skewness

Pretest scores       

No scoring rules informationa 4 28 15.14 1.21 6.40 -0.03 

Points-only feedbackb 4 29 15.95 1.55 7.27 -0.09 

Explanation of scoring rulesc 4 31 15.33 1.21 6.60 0.80 

Explanation of scoring rules plus incentived 2 29 14.50 1.13 6.39 0.31 

Posttest scores       

No scoring rules information 4 29 14.68 1.09 5.79 0.42 

Points-only feedback 3 26 15.68 1.38 6.47 -0.39 

Explanation of scoring rules 4 30 15.67 1.18 6.47 0.53 

Explanation of scoring rules plus incentive 6 27 15.53 0.96 5.41 0.41 

Transfer item scores (pretest)       

No scoring rules information 1 4 2.89 0.17 0.88 -0.14 

Points-only feedback 1 4 2.86 0.21 0.99 -0.35 

Explanation of scoring rules 1 4 2.60 0.17 0.93 -0.18 

Explanation of scoring rules plus incentive 0 4 2.50 0.20 1.11 -0.84 

Transfer item scores (posttest)       

No scoring rules information 1 4 2.57 0.16 0.84 0.17 

Points-only feedback 1 4 2.86 0.19 0.89 -0.61 

Explanation of scoring rules 1 4 2.53 0.18 1.01 0.01 

Explanation of scoring rules plus incentive 0 4 2.38 0.17 0.94 -0.85 



 

42 

Math achievement measures Min. Max. M SE SD Skewness

Game context item scores (posttest)       

No scoring rules information 0 11 3.36 0.56 2.97 1.10 

Points-only feedback 0 11 4.23 0.63 2.98 0.58 

Explanation of scoring rules 0 13 4.33 0.65 3.58 0.84 

Explanation of scoring rules plus incentive 0 9 3.78 0.43 2.42 0.10 

Normalized change scores       

No scoring rules information -0.36 0.33 -0.02 0.03 0.18 0.27 

Points-only feedback -0.25 0.38 -0.02 0.03 0.15 0.75 

Explanation of scoring rules -0.5 0.42 0.03 0.04 0.20 -0.13 

Explanation of scoring rules plus incentive -0.15 0.55 0.06 0.03 0.15 1.21 

an = 28. bn =22. cn=28. dn=32. 

The normalized change scores were positive for each of the two groups that received 

the scoring explanation, which indicated an increase in scores between the pretest and 

posttest. In contrast, the normalized change scores were negative for the groups that received 

points-only feedback, and no scoring rules information. 

Correlation among math achievement measures. Next, Pearson’s correlation 

coefficients were computed to examine the correlation among the math achievement 

measures. The results are reported in the correlation matrix in Table 17. Pretest scores were 

significantly correlated with the posttest, transfer, and game context item scores. 

Table 17 

Correlation Matrix Among the Math Achievement Measures 

Math achievement measures Pretest Posttest Transfer items 
Game context 

items 
Normalized 

change scores 

Pretest 1.00 0.86** 0.52** 0.54** -0.15 

Posttest  1.00 0.61** 0.59** 0.36** 

Transfer items   1.00 0.34** 0.26** 

Game context items    1.00 0.10 

Normalized change scores     1.00 

**Correlation is significant at the 0.01 level (two-tailed). 

Rationale for pooling the points-only and no scoring rules information data. The 

purpose of pooling the data from the points-only and no scoring rules conditions was to 

create a condition that represented a minimal scoring information group. Two independent 
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samples t tests were computed to compare the groups on the math achievement measures to 

ensure they did not differ significantly. There were no significant differences between the 

two groups on the posttest, t(48) = .58, p = .57, transfer items, t(48) = 1.19, p = .24, or the 

game context item scores, t(48) = 1.03, p = .31. Therefore, for the purposes of testing the 

three hypotheses of the study, the data from students in the points-only and no scoring rules 

groups were pooled together and henceforth referred to as the minimal scoring information 

group. 

Effect of the Save Patch Treatment on Math Achievement 

The next set of reported results are from the inferential analyses that were used to 

answer the following two research questions: 

Research Question 2a: What is the effect of providing an explanation about the scoring 
rules on math learning? 

Research Question 3a: Does providing an incentive to seek additional feedback affect 
math learning? 

First, results from the ANOVAs computed to examine the effect of treatment condition on 

the math achievement measures are presented in Table 18. There was no significant effect of 

treatment scores on any of the measures. 
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Table 18 

Results from the ANOVAs for the Math Achievement Measures: Posttest, Game Context Items, and 
Normalized Change Score 

Source Dependent variable SS df MS F p Partial Eta2 

Save Patch 
treatment 
conditions Posttest 6.57 2 3.29 0.09 0.91 0.02 

 Transfer items 737.53 3 245.84 286.70 0.00 0.89 

 Game context items 7.35 2 3.67 0.41 0.56 0.07 

 
Normalized change 
score 0.13 2 0.07 0.10 0.10 0.41 

Error Posttest 3345.19 109 30.69    

 Game context items 987.76 109 9.06    

 
Normalized change 
score 2.48 109 0.02    

Total Posttest 27393.00 112     

 Game context items 2708.00 112     

 
Normalized change 
score 2.61 112     

 

Differential effects of the treatment conditions on math achievement measures. 

Next, the results from the orthogonal planned comparisons to confirm the three hypotheses 

pertaining to the math achievement measures will be presented (see Table 19). The 

hypotheses are presented prior to giving the results of the analyses and each of the 

hypotheses are discussed individually. 
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Table 19 

Results from the Planned Comparisons of Math Achievement 

Hypothesis tested Math measure MD SE t p Cohen’s d

Scoring explanation > 
Minimal scoring 

Posttest items 0.49 1.39 0.35 0.73 0.09 

 Transfer items -0.17 0.22 0.78 0.44 0.02 

 Game context items 0.54 0.70 0.78 0.44 0.17 

 Normalized change scores 0.05 0.04 1.36 0.18 0.30 

Scoring explanation plus 
incentive > Scoring 
explanation 

Posttest items -0.14 1.53 -0.09 0.93 0.03 

 Transfer items -0.16 0.24 0.67 0.12 0.16 

 Game context items -0.55 0.76 -0.72 0.47 -0.18 

 Normalized change scores 0.03 0.04 0.59 0.55 0.17 

Scoring explanation plus 
incentive > Minimal 
scoring 

Posttest items 
0.42 1.36 0.26 0.80 0.06 

 Transfer items -0.33 0.21 1.57 0.12 0.36 

 Game context items 0.04 0.68 -0.02 0.99 0.00 

 Normalized change scores 0.08 0.04 2.05 0.04 0.53 

 

Hypothesis 1. The first hypothesis stated that students in the scoring explanation group 

would outperform the students in the minimal scoring information groups on the math 

achievement measures. The results from the comparisons of the two groups on the math 

achievement measures were not significant. 

Hypothesis 2. The second hypothesis stated that students who were in the scoring 

explanation with incentive would outperform students in the scoring explanation group on 

the math achievement measures. The results from the planned comparisons were not 

significant for any of the math achievement measures. 

Hypothesis 3. The third hypothesis stated that students in the scoring explanation with 

incentive would do better than students in the minimal scoring information group on the math 

achievement measures. Only the planned comparison result for the normalized change scores 

was significant, t(109) = 2.06, p = .04, with students in the explanation of scoring rules plus 

incentive to seek feedback having the higher normalized change scores. 

Examining effect of treatment conditions: Adjusting for pretest scores. A linear 

regression framework was used to compare the differences between providing both the 
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explanation of scoring rules as well as an incentive versus providing minimal to no scoring 

information on posttest scores after adjusting for pretest scores. For the posttest scores, the 

model that included both pretest scores and the treatment condition was significant, F(2, 79) 

= 173.56, p< .001, explaining 81.0% of the variance. The coefficient ( = 1.24) for treatment 

condition was also significant, t(79) = 2.11, p = .04. However, the treatment condition only 

explains 1% of the variance. For the transfer item scores, the model that included both pretest 

scores and the treatment condition was significant, F(2, 79) = 15.88, p< .001, explaining 

28.7% of the variance. However, the coefficient for the treatment condition ( = -.26) was 

not significant, t(79) = 1.46, p = .15. 

Interaction between pretest scores and treatment variation. It was also expected 

that there would be an interaction between prior knowledge (as measured by the pretest 

scores) and the treatment conditions on the math achievement measures. Three ANCOVAs 

were computed to test the significance of the interaction between each of the treatment 

conditions and pretest scores on the posttest items, game context items, and transfer items. 

The ANCOVA for the interaction between treatment conditions and pretest scores on the 

game context item scores was significant, F(2, 106) = 3.27 p = .04, partial eta2 = 0.06. The 

lines in Figure 7 indicate that for the students with low prior knowledge, the game context 

item scores were highest for the students in the scoring explanation with incentive. In 

contrast, for students with high prior knowledge, the game context item scores were lowest 

for the students in the scoring explanation with incentive. 

 
Figure 7. Graph of the interaction effect between pretest scores and 
treatment variation on the game context item scores. 
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Results from the Analyses of the Effect of the Save Patch Treatments on Game 

Performance 

The next set of results focus on the analyses of the effect of the Save Patch treatments 

on the game performance measures (Research Questions 2b and 3b). First, descriptive 

information is given, which also includes the rationale for dropping several students’ data for 

one variable. Then, a correlation matrix is presented to provide information about the 

correlation among the game performance measures and the math achievement measures. 

Finally, results from inferential analyses of the game performance measures are discussed. 

Descriptive information about the game performance measures. The descriptive 

statistics of the game performance measures are reported in Table 20. For the variable 

“maximum level reached after 20 minutes” data from eight students were dropped because 

there was a technical error in the game. The game recorded a maximum level that did not 

reflect their actual performance. Because their data could not be otherwise verified, the data 

were dropped. Three of these students were in the scoring explanation with incentive group, 

three of the students were in the scoring explanation groups and two of the students were in 

the minimal scoring information group. 

Table 20 

Descriptive Statistics for the Game Performance Measures Across Students 

Game performance measures Min. Max. M SE SD Skewness 

Number of coils with unlike denominators added 
together 0 35 10.82 0.76 8.00 0.97 

Number of wrong sized unit coils used 9 71 32.99 1.28 13.57 0.70 

Maximum level reached after 20 min. 5 38 15.88 0.49 5.02 1.34 

Total number of resets 2 42 10.13 0.56 5.96 2.13 

Total number of failed attempts 1 25 6.79 0.38 4.02 1.51 

 

Descriptive statistics were also computed separately for each treatment condition and 

are reported in Table 21. 
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Table 21 

Descriptives: Game Performance Measures (By Condition) 

Game performance measures Min. Max. M SE SD Skewness 

Number of coils with unlike 
denominators added together       

Scoring explanation with incentive  0 20 6.69 0.87 4.92 1.18 

Scoring explanation group  1 26 9.63 1.13 6.17 0.77 

Minimal scoring information group  0 35 14.18 1.29 9.15 0.49 

Number of coils with wrong sized units 
used 

      

Scoring explanation with incentive  9 61 30.63 2.08 11.75 0.78 

Scoring explanation group  17 71 34.23 2.75 15.04 0.91 

Minimal scoring information group  9 64 33.76 1.95 13.82 0.44 

Maximum level reached       

Scoring explanation with incentive  10 27 16.03 0.59 3.17 1.29 

Scoring explanation group  6 25 15.81 0.98 5.09 0.09 

Minimal scoring information group  5 38 15.83 0.85 5.92 1.73 

Number of resets       

Scoring explanation with incentive  2 20 7.66 0.64 3.62 1.47 

Scoring explanation group  3 16 8.80 0.64 3.49 0.20 

Minimal scoring information group  3 42 12.52 1.04 7.34 1.73 

Total number of failed attempts       

Scoring explanation with incentive  2 14 5.34 0.45 2.56 1.46 

Scoring explanation group  2 11 5.43 0.53 2.88 0.66 

Minimal scoring information group  1 25 8.52 0.66 4.70 1.17 

 

The results indicate that students in the scoring explanation with incentive group did 

better in the game, especially with respect to the number of coils with unlike denominators 

that were added together. Students in the minimal scoring information group appear to have 

the weakest game performance, significantly adding more coils with unlike denominators 

together and resetting the level more often when compared to the other two groups. 

Correlations among game performance measures and math achievement 

measures. Past studies using Save Patch have demonstrated that pretest scores explain most 

of the variance on the game performance measures (Delacruz et al., 2010). Therefore, partial 

correlations were computed, controlling for pretest (see Appendix N). The results indicate 
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that after controlling for pretest scores, there were no correlations among the game 

performance measures and math achievement measures. 

Effect of the Save Patch treatment conditions on game performance. The next set of 

reported results are from the inferential analyses of the following two research questions: 

Research Question 2b: What is the effect of providing an explanation about the scoring 
rules on game performance? 

Research Question 3b: Does providing an incentive to seek additional feedback affect 
game performance? 

First, ANOVAs were computed to determine if there was an effect of treatment 

condition on the game performance measures. The three variations of the treatment condition 

were the three levels of the individual variable. Each measure of game performance was used 

as separate dependent variables. The results are reported in Table 22. The ANOVAs were 

significant for most of the game performance measures, with the exception of the maximum 

level reached in the game. 

Table 22 

Results from the ANOVAs for the Game Performance Measures 

Game performance measuresa Source of 
variance 

SS MS F 

Added coils with different denominator Regression 1153.21 576.60 10.56 

 Residual 5951.22 54.60  

 Total 7104.43   

Used wrong sized coils Regression 255.04 127.50 .69 

 Residual 20199.99 185.32  

 Total 20454.99   

Maximum level reached (after 20 minutes) Regression .91 .46 .02 

 Residual 2599.71 25.74  

 Total 2600.62   

Total number of resets Regression 534.49 267.25 8.56 

 Residual 3402.50 31.22  

 Total 3936.99   

Total number of failed attempts Regression 1153.21 576.60 10.56 

 Residual 5951.22 54.60  

 Total 7104.43   

adf = 2 (Between groups), 109 (Within groups), 111 (Total). 
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Differential effects between conditions on game performance measures. Next, the 

results from the orthogonal planned comparisons to confirm the three hypotheses pertaining 

to the game performance measures are presented (see Table 23). The hypotheses are given 

prior to giving the results of the analyses and each of the hypotheses are discussed 

individually. 

Table 23 

Results From Planned Comparisons of Game Performance Measures 

Hypothesis tested Game performance measure MD SE t p Cohen’s d 

Scoring explanation < 
Minimal scoring information 

Adding coils with unlike 
denominators 

4.34 1.71 2.54 0.01 0.61 

 
Coils with wrong size units 
used 

0.52 3.17 0.16 0.87 0.03 

 Maximum level reached 
-

0.16 
1.21 -0.14 0.89 0.00 

 Number of resets 3.67 1.25 2.93 0.00 0.67 

 Number of failed attempts 2.88 0.80 3.58 0.00 0.88 

Scoring explanation with 
incentive < Scoring 
explanation 

Adding coils with unlike 
denominators 

2.95 1.42 2.07 0.04 0.54 

 
Coils with wrong size units 
used 

3.61 3.47 1.04 0.30 0.27 

 Maximum level reached 0.22 1.35 -.16 0.87 0.00 

 Number of resets 1.14 0.90 1.27 0.21 0.33 

 Number of failed attempts 0.09 0.69 0.13 0.90 0.03 

Scoring explanation with 
incentive < Minimal scoring 

Adding coils with unlike 
denominators 

7.29 1.55 4.70 0.00 1.09 

 
Coils with wrong size units 
used 

3.09 3.10 0.99 0.32 0.25 

 Maximum level reached 0.57 1.19 0.05 0.96 0.00 

 Number of resets 4.81 1.26 3.83 0.00 0.88 

 Number of failed attempts 2.97 0.76 3.92 0.00 0.95 

 

Hypothesis 1. The first hypothesis that stated that students in the scoring explanation 

group would outperform the students in the minimal scoring information group on the game 

performance measures was partially supported. Students that were in the scoring explanation 

group added a significantly lower number of coils with unlike denominators, and had fewer 

resets and failed attempts. The other comparisons were not significant. 
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Hypothesis 2. The second hypothesis stated that students in the scoring explanation 

with incentive group would outperform the students in the scoring explanation group on the 

game performance measures. Only the comparison of the two groups on the number of coils 

with unlike denominators that were added together produced a significant result. 

Hypothesis 3. The last hypothesis that stated students in the scoring explanation with 

incentive group would outperform the students in the minimal scoring information group on 

the game performance measures was partially supported by the data. The students in the 

scoring explanation with incentive group added fewer coils with unlike denominators, and 

had fewer resets and failed attempts. 

Adjusting for prior knowledge. To determine if the hypotheses tested were still valid 

after adjusting for pretest scores, ANCOVAs were computed using pretest scores as the 

covariate. The data met both assumptions of ANCOVA. There were no significant 

differences between the treatment conditions on the pretest scores, which indicated that the 

data met the assumption of the independence of the covariate and the treatment effect. 

Second, there was a relationship between pretest scores and the game performance measures 

for all of the groups, which means that the data met the assumption of the homogeneity of 

regression slopes. 

Table 24 

Results from the ANCOVAs for the Game Performance Measures Controlling for Pretest 

Game performance measure df SS F p Partial eta2 

Adding coils with unlike denominators 2.00 529.34 9.47 0.00 0.16 

Coils with wrong size units used 2.00 297.55 1.62 0.20 0.03 

Maximum level reached 2.00 1.61 0.07 0.94 0.00 

Number of resets 2.00 250.77 7.50 0.00 0.13 

Number of failed attempts 2.00 123.21 8.73 0.00 0.15 

 

The results from the ANCOVA indicate that after controlling for pretest, there was an 

effect of treatment condition on the number of coils with unlike denominators that were 

added together, the number of resets, and the number of failed attempts. No other result was 

significant. 

The planned comparisons were recomputed after controlling for pretest scores. Both the 

students in the scoring explanation group and the students given the incentive still 

outperformed the minimal scoring information group for the following measures: (a) total 
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number of coils with unlike denominators added together, (b) number of resets, and 

(c) number of failed attempts. 

Analyses of the Effect of the Save Patch Treatments on Voluntarily Seeking Feedback 

The next set of results focus on the analyses of the effect of the Save Patch treatments 

on the frequency of voluntarily seeking feedback (Research Questions 4a and 4b). First, 

descriptive information is given, both across all students and for each individual condition. 

Then, results from the inferential analyses of voluntarily seeking feedback in the entire game 

overall are provided. 

Dependent measure: Frequency of the voluntary access of feedback in the entire 

game. First, descriptive statistics of the average number of times students were given the 

opportunity to seek feedback are reported in Table 25. 

Table 25 

Number of Opportunities to Seek Feedback (Overall Sample) 

Opportunities to seek feedback Min. Max. M SE SD 

Total across events 7.00 61.00 26.32 3.23 14.06 

Event: Adding coils with unlike denominators 1.00 9.00 2.33 0.37 2.23 

Event: Used coil with the wrong sized unit 1.00 54.00 14.27 0.93 9.75 

Event: Failed attempt 1.00 73.00 9.11 1.33 11.42 

 

Tables 26 shows descriptive statistics of the proportion of times a student voluntarily 

accessed the feedback in total overall, as well as after three events for the entire sample: (a) 

added coils with different denominators, (b) used a coil with the wrong size unit for the grid, 

and (c) failed to save Patch. 

Table 26 

Proportion of Times Feedback Was Accessed (Overall Sample) 

Access of feedback Min. Max. M SE SD 

Overall total proportion of feedback that was accessed 0.00 0.32 0.08 0.01 0.06 

Event: Adding coils with unlike denominators 0.00 0.50 0.02 0.01 0.09 

Event: Used coil with the wrong sized unit 0.00 0.50 0.21 0.01 0.16 

Event: Failed attempt 0.00 0.46 0.07 0.01 0.13 
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The data in Table 27 are the descriptive statistics for the frequency of voluntarily 

accessing the feedback separately for each individual condition. 

Table 27 

Proportion of Times Feedback Was Accessed (By Condition) 

Access of feedback Min. Max. M SE SD 

Total proportion of times feedback was accessed across all three 
events 

     

Scoring explanation with incentive group 0.00 0.32 0.04 0.01 0.08 

Scoring explanation group  0.00 0.20 0.11 0.01 0.05 

Minimal scoring information group  0.00 0.20 0.08 0.01 0.05 

Event: Adding coils with unlike denominators       

Scoring explanation with incentive group 0.00 0.00 0.00 0.00 0.00 

Scoring explanation group 0.00 0.00 0.00 0.00 0.00 

Minimal scoring information group 0.00 0.50 0.04 0.02 0.13 

Event: Used coil with the wrong sized unit       

Scoring explanation with incentive group 0.00 0.22 0.07 0.02 0.09 

Scoring explanation group 0.00 0.50 0.33 0.02 0.11 

Minimal scoring information group 0.00 0.45 0.22 0.02 0.14 

Event: Failed attempt      

Scoring explanation with incentive group 0.00 0.46 0.07 0.02 0.14 

Scoring explanation group  0.00 0.33 0.08 0.02 0.13 

Minimal scoring information group  0.00 0.43 0.06 0.02 0.12 

 

The data indicate that students in the scoring explanation group tended to access 

feedback more often. Students in the scoring explanation with incentive group accessed 

feedback the least. Notably, only students in the minimal scoring information group accessed 

feedback after they added coils with unlike denominators. 

The final set of results is from the inferential analyses that address the fourth research 

question examining conditions that effect voluntary access to feedback: 

Research Question 4a: Does lack of information affect the frequency with which students 
voluntarily access feedback? 

Research Question 4b: Does providing an incentive to seek additional feedback effect the 
frequency with which students voluntarily access feedback? 
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The data were analyzed to test three hypotheses and are reported next. The hypotheses 

will be presented prior to giving the results of the analyses and each of the hypotheses are 

discussed individually. Results from the planned comparisons are reported in Table 28. 

Table 28 

Accessing Feedback: Hypotheses Testing 

Measure MD SE t p Cohen’s d 

Total proportion of times feedback was accessed      

Scoring explanation < Minimal scoring information 0.03 0.01 1.92 0.06 0.56 

Scoring explanation with incentive > Scoring 
explanation 

-0.07 0.02 -4.36 0.00 0.57 

Scoring explanation with incentive > Minimal scoring 
information 

-0.04 0.01 -2.93 0.00 1.06 

Using a coil with the wrong sized unit for the grid      

Scoring explanation < Minimal scoring information 0.11 0.03 3.86 0.00 1.06 

Scoring explanation with incentive > Scoring 
explanation 

-0.26 0.03 -10.02 0.00 2.64 

Scoring explanation with incentive > Minimal scoring 
information 

-0.15 0.03 -5.79 0.00 1.33 

 

Hypothesis 1. The first hypothesis stated that students in the minimal scoring 

information group would access the feedback more often than the students in the scoring 

explanation group. Only students in the minimal scoring information group accessed 

feedback when coils with unlike denominators were added together. However, compared to 

students in the minimal scoring information group, students in the scoring explanation 

condition accessed the feedback more frequently overall, and after the coil with the wrong 

sized unit for the grid were used. 

Hypothesis 2. The second hypothesis stated that students in the scoring explanation 

with incentive would access the feedback more frequently than students in the scoring 

explanation group. The students in the scoring explanation with incentive accessed the 

feedback less frequently overall and also after the coils with the wrong sized unit for the grid 

were used. The comparison for the number of failed attempts was not significant. 

Hypothesis 3. The final hypothesis stated that students who were in the scoring 

explanation with incentive group would access the feedback more often than students in the 

minimal scoring information group. Compared to students who received the incentive, 
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students who were given minimal scoring rules information accessed the frequency feedback 

more often overall and when the coil with the wrong-sized unit was used. 

Exploratory Analyses 

Additional analyses were computed to examine if there were treatment differences on 

the posttest and change scores for the following subsamples of students: 

 Grade in school (fourth, fifth, and sixth graders) 

 Math grade on report card (A, B, C, D, or F) 

 Gender 

 Self-efficacy (Low or high) 

 Math self-concept (Low or high) 

 Game experience (Low or high) 

 Preferences for cooperative learning (Low or high) 

 Preferences for competitive learning (Low or high) 

In order to determine if there were treatment differences for these subsamples of 

students, independent samples t tests were computed for each level of the subsample of 

students (e.g., students who reported low preferences for cooperative learning or students 

who reported low math self-efficacy). 

Grade in school. There were no significant between-condition differences for any of 

the students with respect to their grade in school. 

Math grade on report card (last year). For students who reported that they received a 

“D” in math on their report card last year (n = 7), those who received both the explanation of 

the scoring rules and an added incentive to seek additional feedback had significantly higher 

posttest scores (M = 18.50, SD = 2.12) than students in the other conditions (M = 7.67, SD = 

4.16), t(3) = 3.28, p< .05, Cohen’s d = 3.87. 

Males. Male students (n = 25) who were given both the explanation of the scoring rules 

and an added incentive to seek additional feedback had significantly higher change scores (M 

= 1.14, SD = 2.54), compared to male students who were given only the explanation of the 

scoring rules (M = -1.91, SD = 3.53), t(23) = 2.52, p = .02, Cohen’s d = .93. 

Low game experience. For students with low game experience (n = 45), those who 

received both the explanation of the scoring rules and an added incentive to seek additional 

feedback had significantly higher change scores (M = 1.88, SD = 2.63), compared to similar 
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students in the other conditions (M = -.71, SD = 1.86), t(31) = 3.27, p< .001, Cohen’s d = 

1.17. 

Low self-efficacy: Posttest scores. For students who reported low self-efficacy (n = 

44), those who were given both the explanation of the scoring rules and an added incentive to 

seek additional feedback were found to have higher posttest scores (M = 14.94, SD = 5.84), 

than students who were given minimal scoring rules information (M = 11.13, SD = 4.97), 

t(30) = 1.97, p = .06, Cohen’s d = .88. Those who were given the explanation of the scoring 

rules also had higher posttest scores (M = 16.00, SD = 6.58) than students who were given 

minimal scoring rules information (M = 11.13, SD = 4.97), t(25) = 2.19, p = .04, Cohen’s d = 

.88. 

Low self-efficacy: Change scores. For students who reported low self-efficacy (n = 

44), those who were given both the explanation of the scoring rules and an added incentive to 

seek additional feedback had significantly higher change scores (M = 1.94, SD = 2.68), 

compared to students in the other conditions (M = .26, SD = 2.62), t(42) = 2.05, p< .05, 

Cohen’s d = .65. 

Low math self-concept. For students who reported low math self-concept (n = 41), 

those who were given both the explanation of the scoring rules and an added incentive to 

seek additional feedback had significantly higher change scores (M = 2.40, SD = 2.44), 

compared to students in the other conditions (M = .23, SD = 2.55), t(39) = 2.66, p = 0.01, 

Cohen’s d = .89. 

Self-reported low preference for cooperative learning. When considering students 

who reported a low preference for cooperative learning (n = 44), those who were given both 

the explanation of the scoring rules and an added incentive to seek additional feedback had 

significantly higher change scores (M = 2.77, SD = 2.49), compared to students in the other 

conditions (M = .23, SD = 2.77), t(42) = 2.87, p< .01, Cohen’s d = .97. 

Summary. These analyses indicate that providing the combined treatment of the 

explanation of the scoring scheme and the incentive to seek feedback is beneficial for 

students who reported receiving a “D” in math the previous year, for male students, for those 

with a low preference for cooperative learning, and for those who report low levels of: 

(a) game experience; (b) self-efficacy; and (c) math self-concept. 
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Feedback in Level 2-2 

To examine more closely the differential effects of the treatment conditions on the 

access of feedback after the wrong-sized unit was used8, three measures were obtained from 

analysis of the data in Level 2-2:(a) the number of events that preceded the access of 

feedback, (b) the amount of time that was spent on the feedback, and (c) the number of 

events between accessing the feedback and completing the level. 

An ANOVA was computed to test the effect of the three treatment conditions on each 

of the three measures. There was no effect of treatment condition on the number of events 

that preceded first accessing the feedback in Level 2-2, F(2, 32) = .70, p = .50. There was an 

effect of treatment condition on the number of events between first accessing the feedback 

and completing the level, F(2,32) = 4.27, p = .03, partial eta2 = .21. Post-hoc results using the 

Games-Howell9 test indicated that there were a fewer number of events between first 

accessing feedback and completing the level for the scoring explanation with incentive group 

when compared to the scoring explanation group, with results approaching statistical 

significance (MD = 97.92, SE = 38.14), p =.06. 

Accessing the General Help Menu 

An additional analysis of the effect of the treatment conditions on accessing feedback, 

for the topic10 “Coil size” was performed. The result from the Chi-Square test was 

significant, 2(2) =6.86, p = .03, indicating that students in the scoring explanation with 

scoring explanation with incentive group were more likely to access the topic “Coil Size” and 

students in the minimal scoring group were less likely to access it. 

Table 29 

Access of General Help Menu: “Coil Size” 

Condition Did not access “Coil Size” topic Accessed “Coil Size” topic 

Scoring explanation with incentive 9 15 

Scoring explanation 10 10 

Minimal scoring information 23 9 

Total 42 34 

 

                                                 
8 Analysis of accessing feedback after the wrong-sized unit was used was chosen because it was only after this 
event in Level 2-2 that all of the treatment variations accessed the feedback. 
9 Levene’s test of equality of error variances was significant. 
10 All of the other topics in the general help menu were either accessed only once or twice, or not accessed at 
all. 
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Self-Reported Motivation to Play the Game 

This analysis was performed to determine if adding the scoring rules information and 

providing the incentive to voluntarily access feedback help resulted in more positive or 

negative perceptions of the game. Results from the ANOVAs show that there is no 

significant effect of treatment condition on either the positive comments, F(2, 92) = .16, p = 

.85, or the negative comments, F(2, 97) = .04, p = .95. 

Discussion 

This study investigated, experimentally, the impact of game design features in a short 

mathematics game intended for upper elementary and middle school students. Specifically, 

the study examined the effects of combining different levels of feedback, including explicit 

scoring rules and incentives to seek greater feedback on math achievement measures, game 

play, and help-seeking behaviors. 

Limitations 

Before discussing the interpretations and implications drawn from the study’s results, 

let us consider four clusters of limitations of the study: (1) study design, (2) treatment 

conditions, (3) game design, and (4) number of statistical tests. 

Study Design 

 The study focused on a single game, albeit one with experimental variations. The 
game is only one of a large number that might have been used in this study and 
findings would have to be replicated for other similar games. 

 The procedures of the study were constrained by available time in the after-school 
settings. The activities required in the study were a pretest, game play, and a 
posttest, totaling about 90 minutes. Experimental students, therefore, may not have 
given the posttest their full effort due to fatigue or repetition of items, and results 
may have underestimated how much was learned from playing the game. 

Treatments 

 The participants in the experimental conditions played the game for about 40 
minutes between taking the pretest and the posttest. Also, treatment variations were 
triggered only when a mistake was made. So the total opportunities to experience 
the assigned treatment were limited. 

 The incentive option used the “recapturing” of lost points, after an error was made. 
In Save Patch, points were not intrinsic to the game process, but served only as an 
external indicator of competence to the students. For example, accumulated points 
did not give players more resources to use in the game and influence their 
proficiency. 
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Game Design 

 All experimental participants were exposed to a tutorial on game content and 
process. The tutorial itself could have obscured treatment differences, because it 
contained specific, relevant instruction that was taught in the game. 

Total Number of Statistical Tests 

 The analysis of study results required many statistical tests, involving the main and 
more specific research questions and multiple dependent measures. Numerous 
statistical tests raise the general concern of Type I Error. 

Interpretation of Findings 

Playing Save Patch Compared to a Control 

The findings from the current study demonstrate that, after adjusting for pretest scores, 

playing Save Patch leads to higher math achievement (i.e., higher posttest and higher 

normalized change scores) when compared to a control group. However, the differences 

obtained were small. While the findings from this study are mildly promising, Save Patch is 

not as of yet an effective learning environment. Save Patch was, in fact, designed to be a test 

bed for empirical research on different design variables, rather than a game fully ready for 

implementation in a classroom. A highly effective game would have presented the likelihood 

of ceiling effects. 

One potential explanation for not finding stronger differences between playing Save 

Patch and the control group was the measure of transfer. Save Patch was not intended to 

teach a procedure but to support conceptual learning, best measured by transfer items. 

However, analysis of the four transfer items, a part of the posttest, produced a low 

Cronbach’s alpha coefficient, limiting inferences from this measure. 

An additional troubling problem is that the correlations between pretest and posttest 

were high and that the actual score values before and after the game were similar. Although 

pretest performance always predicts posttest scores, it is clear that the subjects as a group did 

not have much math expertise (answering approximately 50% correct on the pretest and 

marginally more on the posttest). Taken together with generally weak findings, these 

relationships may suggest that the sample in the study was not ideally suited for the game 

goals. 

Differential Effects of Treatment Conditions on Math and Game Performance 

The data did not support the hypothesis that just providing the explanation of scoring 

rules would lead to better performance on the math achievement measures. Although 
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students who were given the full explanation of scoring rules accessed the feedback more 

often, they did not learn more than the students who got minimal information. This may be 

because the students in the explanation of scoring rules group were unable to or elected not to 

process the information closely. 

It is puzzling that no differential impact on learning was found for the students who 

received the explanation of scoring rules only because they accessed the feedback most often 

and spent the most time on it. The combined explanation of scoring rules and the incentive 

treatment was observed to increase math learning, resulting in larger changes between the 

pretest and posttest in comparison to the other treatments. Yet, the students given the 

incentive (recapturing points by accessing feedback) actually accessed the feedback less and 

spent less time on it. A potential explanation for this finding may be considered. It is possible 

that incentives combined with the more extended scoring explanation signaled the 

importance of the feedback and increased the effectiveness of feedback use because of 

heightened attention of deeper processing. This explanation is obviously speculative since 

there were no direct measures of the subjects’ attention to the feedback screens or of their 

depth of processing. 

Additionally, a treatment interaction was found on the game context item scores (items 

like those played in the game). For students with lower pretest scores, providing the incentive 

plus explanation of rules led to higher scores on the game context items. Students who began 

with higher pretest scores did better with just the scoring explanation. This finding may have 

occurred because students with higher prior knowledge were better students and therefore 

able to make sense of the scoring explanation and use it to repair mistakes. 

In contrast, students with lower prior knowledge needed both the additional information 

provided by the feedback and the extra push to use it when necessary. The explanation that 

students with lower prior knowledge may need both the additional information and the 

incentive to seek additional feedback when necessary is supported by the results from the 

analyses of specific subsamples. Providing both the explanation of the scoring rules and 

offering an incentive to seek additional feedback is more effective for students who reported 

receiving a “D” in math on their report card the previous year, as well as students who 

reported low game experience, low self-efficacy, low math self-concept, and low preferences 

for cooperative learning environments. 

The variables self-efficacy, math self-concept, and preferences for cooperative learning 

were significantly correlated. This suggests they all may be tapping into a similar construct, 

which may be low academic intrinsic motivation. Academic intrinsic motivation has been 
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conceptualized as the intrinsic motivation to learn (Brophy, 1983), and has been found to be 

negatively correlated with both self-perceptions of competence (i.e., self-efficacy) and 

academic achievement, especially in the area of math (Gottfried, 1985). Similarly, it has been 

argued that extrinsic rewards, especially those that are not contingent on performance, are 

more beneficial for students who do not care about academic work or have had a history of 

failure which characterize students with low academic motivation (Sternberg & Williams, 

2002). These findings provide further support that in games for learning, both providing 

explicit information about the scoring rules and incentivizing the use of feedback are 

beneficial, particularly for students who typically underperform in school. 

Implications of the Study for Game Design and Future Research 

This study sought to improve understanding of what attributes make games more 

effective. If the game were transformed from a test bed to a usable game, its efficacy in 

larger trials (comparing its use in supervised or unsupervised settings) would address the 

extent to which the game itself extends time on task and is sufficiently motivating. This 

raises game design implications for research. 

Redesign of the tutorials could be explored by considering different approaches to 

providing information more “native” to the game. This approach implies that the tutorial not 

hang outside of the game as “instruction” but be more integrated into early game play. 

Second, the reading load of the tutorial will need adjustment if the game’s target sample is to 

remain underperforming students. Third, to further support game play for students without 

the requisite prior knowledge, two additional options might be considered in a revision: (1) 

revising the game itself so that it begins with lower level concepts to enable students to profit 

from the game is one option; and (2) providing priming or warm-up experience intended to 

stimulate students to activate knowledge relevant for game learning and success may be a 

useful option for future research. 

If one goal of instruction is to facilitate understanding of similarity and differences 

among classes of problems—adoption of a systematic, explicit approach to schema 

development such as analogical reasoning (Holyoak, Gentner, & Kokinov, 2001) may also be 

explored. In Save Patch, students were given only one type of problem to solve: compute the 

distance of the jump and use fractional components to solve the problem. Students were not 

given opportunities to solve different problems that used the same concepts. With the 

purpose of creating cheats or walkthroughs (i.e., guides for players to support game play), 

students could be asked to identify the elements of each case and create a relational mapping 

between them, identifying the commonalities or differences between the game examples 
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(Catrambone & Holyoak, 1989; Gentner, Loewenstein, & Thompson, 2003; Gick & 

Holyoak, 1983; Novick & Holyoak, 1991). 

While the comparisons between the experimental and control groups and pre- to 

posttest changes provide, at best, modest evidence of the effectiveness of the game, findings 

from the treatment variations may suggest features to explore in the design of learning 

games, specifically variations in feedback and incentives. Because students infrequently use 

available help, such as feedback in this study (Aleven et al., 2003; Conati& Zhao, 2004; 

Nelson, 2007; Van Eck & Dempsey, 2002), there is a need to examine ways that motivate 

students to seek help. Although this study stimulated help following an error, research could 

explore alternative placement of help (e.g., before beginning the problem, as a way to 

consolidate knowledge). Additionally, feedback might be given on a random schedule to 

correct answers and as needed on errors. 

One possible concern in the use of incentives in this study was the use of negative 

reinforcement; that is, giving back some “lost points” if feedback was sought after an error 

rather than a more straightforward reward of positive behavior. In contrast to this procedure, 

positive incentives are consistent with research on the use of rewards for learning following 

desired behaviors (Holland & Skinner, 1961). A study that provided positive incentives may 

be more worth exploration. 

Another concern is that in game playing, there is an ethos to explore the domain 

without reading instructions or seeking help. In addition, the “discourse” of gaming often 

rewards speed, and seeking help or processing feedback runs counter to this discourse by 

slowing things down. Changing the game so that accrued points could “buy” functional tools 

for the student should be explored, so that the incentive connected functional rather than 

symbolic value for the player. Points could be made intrinsic to the game in a number of 

ways, for instance, by allowing players to acquire useful material goods, gain power that 

provides more strength, or develop additional skills that facilitate success in the game 

(Bostan, 2009). This may make the actual incentive more valuable to the player beyond a 

monitoring of attainment. Experimental variations of intrinsic point value could be explored. 

Any future study will need to review carefully test items related to game goals and 

transfer items. At minimum there is a need for investigation of how the assessment works for 

students who differ in prior knowledge and other background characteristics. Another 

potential validity issue would be to test the instructional sensitivity of the measure in 

experimental but not necessarily game-based instructional settings. 
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Also, more items and different item types are needed to assess transfer, and to explore 

the multidimensionality of task requirements. Such an analysis will undoubtedly result in a 

wider range of item types in a longer game. Clearly if transfer were to remain an important 

outcome, more items of high technical quality would be needed for its measurement in any 

future study. 

In conclusion, in order to determine whether or not games teach academic content and 

skills requires the collection of empirical evidence, the use of stronger methodologies in the 

study designs, and a close examination of the different game design features that may lead to 

learning. Like formative assessment in non-game settings, more evidence is needed to 

determine whether and how criteria of performance and scoring rules should be 

communicated to students to be useful for learning. Given that the incentive to seek 

additional feedback was most beneficial for students with lower prior knowledge, low self-

efficacy, and low math self-concept—additional effort is necessary to examine different 

approaches in motivating students to use provided feedback through the use of incentives, 

and investigate how incentives may be made more effective for learning in games. 
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Appendix A: 

Sample Assessment Architecture (Save Patch) 

Cognitive demand 
(Problem solving) 

Domain Representation (Addition of 
rational numbers) 

Task specification (Save Patch game 
design) 

Goal(s): 
Determine goal state 

Goal(s): 
If given a set of fractions, figure out 
what fractions need to be added 
together to produce a specific 
quantity. 

Goal(s): 
Compute the distance between T-
blocks. 
Estimate the number of coils needed. 
Select the size of coil needed. 

Givens: 
What pieces of 
information or data 
have been given? 

Givens: 
Boundaries of a whole unit 

Givens: 
Depicted by intersection of red lines 

 Number of intervals whole unit has 
been broken into 

Jump space, coil size 

Parameters: 
What are the 
constraints or rules of 
the problem space? 

Parameters: 
The size of fraction is relative to 
whole unit. 

Parameters: 
In the game, the denominator of the 
jump space = number of pieces 
between red lines. 

 Like whole number integers, 
fractions with like denominators can 
be added together to produce a given 
quantity. 

Total jump space = number of pieces 
between T-blocks. 
Quantity of coils needed = size of 
jump space. 

 A quantity can be decomposed into a 
number of smaller, equal pieces. 

Coils can be broken down into 
smaller, equal-sized pieces. 

 Only fractions with common 
denominators can be added together.  

Coils that are the same size can be 
combined on a trampoline.  

 Fractions with uncommon 
denominators must be converted to 
the same unit before they can be 
added together. 

Coils with different sizes cannot be 
added together. 

Select the appropriate 
solution: 
How can the goal be 
achieved? 

Construct the appropriate solution: 
If presented with fractions with 
common denominators, figure out 
how many of them need to be added 
together to equal a given quantity.  

Construct the appropriate solution: 
To determine the quantity of coils 
needed, determine the size of the 
jump space and decide how many of 
the coils provided need to be added 
together so that they equal the jump 
distance. 

 Example: Size of jump space = 6/4 
Coils available: Eight ¼ unit coils 
Solution: Add six ¼ unit coils. 

 

 If presented with fractions with 
uncommon denominators, convert 
fractions so that they have a common 
denominator. 

Change the size of the coils so that 
they have the same denominator. 

 Example: Size of jump space = 3/4 
Coils available: One ¼ unit coil and 
one ½. 
Solution: Convert the ½ coil into two 
¼ unit coils and add three ¼ unit coils 
together. 
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Appendix B: 

Rational Number Knowledge Specifications 

1.0.0. Does the student understand the importance of the unit whole or amount? 

1.1.0. The size of a rational number is relative to how one Whole Unit is defined. 

1.2.0. In mathematics, one unit is understood to be one of some quantity (intervals, 

areas, volumes, etc.). 

1.3.0. In our number system, the unit can be represented as one whole interval on a 

number line. 

1.3.1. Positive integers are represented by successive whole intervals on the positive 

side of zero. 

1.3.2. The interval between each integer is constant once it is established. 

1.3.3. Positive, non-integers are represented by fractional parts of the interval 

between whole numbers. 

1.3.4. All rational numbers can be represented as additions of integers or fractions. 

2.0.0. Does the student understand the meaning of addition? 

2.1.0. To add quantities, the units (or parts of units) must be identical. 

2.1.1. Identical (or common) units can be descriptive (e.g. apples, oranges, and fruit) 

or they can be quantitative (e.g. identical lengths, identical areas, etc.). 

2.1.2. Positive integers can be broken (decomposed) into parts that are each one unit 

in quantity. These single (identical) units can be added to create a single 

numerical sum. 

2.1.3. Each whole unit or part of a whole unit (fractions) can be further broken into 

smaller, identical parts, if necessary. 

2.2.0. Identical (common) units can be added to create a single numerical sum. 

2.3.0. Dissimilar quantities can be represented as an expression or using some other 

characterization, but are not typically expressed as a single sum [NB: we are 

considering numbers like 2 ¾ to have an implied addition – so 2 + ¾ – 

whereas 11/4 is a single sum]. 

2.4.0. Zero can be added to any quantity. When zero is added to any quantity, the 

value of the quantity remains unchanged (the Additive Identity). 

2.5.0. Adding two positive numbers will always produce a sum that is greater (more 

positive) than either number. 

2.6.0. Adding two negative numbers will always produce a sum that is less than 

(more negative) either number. 
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2.7.0. Since they are opposites, adding a number and its opposite (two numbers of 

the same absolute value but opposite in sign) will result in a sum of zero (the 

additive inverse). 

3.0.0. Does the student understand the meaning of the denominator in a fraction? 

3.1.0. The denominator of a fraction represents the number of identical parts in one 

whole unit. That is, if we break the one whole unit into “x” pieces, each piece 

will be “1/x” of the one whole unit. 

3.2.0. As the denominator gets larger, the size of each fractional part (relative to the 

whole) gets smaller. 

3.3.0. As the size of each fractional part gets smaller, the number of pieces in the 

whole gets larger. 

4.0.0. Does the student understand the meaning of the numerator in a fraction? 

4.1.0. The numerator of a fraction represents the number of identical parts that have 

been combined. For example, ¾ means three pieces that are each ¼ of one 

whole unit. 

4.2.0. If the numerator is smaller than the denominator, the fraction represents a 

number less than one whole unit. 

4.3.0. If the numerator is equal to the denominator, the fraction represents one whole 

unit. 

4.4.0. If the numerator is greater than the denominator, the fraction represents more 

than one whole unit. 

5.0.0. Does the student understand any rational number can be written using 

fractions? 

5.1.0. The numerator is the top number in a fraction. 

5.2.0. The denominator is the bottom number in a fraction. 

5.3.0. Any rational number can be written as a fraction that relates one integer—the 

number of parts there are (numerator)—to another integer—the number of 

parts in one whole (denominator). 

5.4.0. Proper fractions have numerators less than the denominator. 

5.5.0. Improper fractions have numerators greater than or equal to the denominator. 

5.6.0. Fractions where the numerator and denominator are equal represent one whole 

unit. 

6.0.0. Does the student understand the meaning of negative numbers? 

6.1.0. Negative numbers are those numbers that are opposites (direction, side, etc.) 

of the positive numbers. 

6.2.0. Zero separates the positive from the negative numbers. 
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6.2.1. Zero is neither positive nor negative. 

6.2.2. Zero has no opposite. 

6.3.0. The placement of zero depends on context or is relative to some benchmark 

(e.g. 0 degrees Celsius is the freezing point of pure water, etc.). 

6.3.1. In an absolute system, there are no negative numbers. 

6.3.2. If zero is placed so that numbers less than zero are possible, these numbers are 

called negative numbers. 

6.4.0. The magnitude (absolute value) of negative and positive numbers increases as 

their distance from zero increases. 

6.5.0. The value of a negative number decreases as its distance from zero becomes 

larger. 

7.0.0. Does the student understand the meaning of multiplication? 

7.1.0. Multiplication represents a number of groups of identical quantities. 

7.2.0. In two factor multiplication, one factor (the multiplier) shows the number of 

groups; the other factor (the multiplicand) shows the identical quantity in each 

group. 

7.3.0. Multiplication is commutative so any number can represent the number of 

groups and other multiplicand(s) represent the number of identical things in 

each group. 

7.4.0. Multiplying a quantity by any form of one may change the appearance of a 

quantity but will not change the value of that quantity (the Multiplicative 

Identity). 

7.5.0. Multiplication of a negative number by a positive integer can be thought of as 

a number of groups of that negative number. 

7.6.0. Multiplication of a negative number by a positive integer can be thought of as 

adding in the opposite direction (or the opposite of) adding in the positive 

direction. 

7.7.0. Multiplication of a number by negative one (-1) produces the opposite of that 

number. 

7.7.1. Any number can be factored into the multiplication of that number’s opposite 

and negative one (-1). For example (-3) = (-1)(3) and (3) = (-1)(-3). 

8.0.0. Subtracting one number (x) from another number (y) is equivalent to adding the 

opposite (e.g. y - x = y + -x). 

8.1.0. If one adds zero, in the form of a subtrahend and its opposite, to a number, 

one can change subtraction into addition of the opposite. 

8.2.0. Subtraction and addition can be thought of as opposite operations. 
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8.3.0. Subtraction can be thought of as “taking away” one quantity from another. 

8.4.0. Subtraction can be thought of as the “difference” between two numbers. 

9.0.0. Dividing one number (x) by another non-zero number (y) is equivalent to 

multiplying the first number by the reciprocal of the second number (e.g. x ÷ y = 

x ● 1/y). 

9.1.0. The product of multiplying any non-zero number by its reciprocal is one (1). 

9.2.0. Exchanging the numerator and denominator in a non-zero fraction produces 

the reciprocal of the original fraction. 

9.3.0. Division tells one how many identical groups to separate a quantity into OR 

how many items to place in each group. 

9.3.1. If separating a quantity into identical groups, the quotient of a division tells 

how many items are in each WHOLE group. 

9.3.2. If placing a specific number of items in each group, the quotient of a division 

tells how many groups one can make. 
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Appendix C: Scored Event Rationale 

Scored event Game knowledge required Math knowledge required 

Choosing the 
coil size 

The vertical red bars denote the 
whole unit. 

In mathematics, one unit is understood to be one of some 
quantity (intervals, areas, volumes, etc.). 

In our number system, the unit can be represented as one 
whole interval on a number line. 

Positive integers are represented by successive whole 
intervals on the positive side of zero. 

The interval between each integer is constant once it is 
established. 

 Grid: The spaces between the 
green dots are the parts of the 
whole unit. 

Coil: The coil pieces are parts 
of a whole unit coil.  

Positive non-integers are represented by fractional parts of 
the interval between whole numbers. 

 Grid: The number of spaces 
between the green dots is the 
denominator. 

Coil: The number of coil pieces 
the whole unit is broken into is 
the denominator.  

The denominator of a fraction represents the number of 
identical parts in one whole unit. That is, if we break the 
one whole unit into “x” pieces, each piece will be “1/x” of 
the one whole unit. 

Adding coils If given different coils with 
different units, the coils must 
be changed so that they are the 
same unit before they can be 
added together.  

Only identical (common) units can be added to create a 
single numerical sum. 

Patch reaches 
the goal 

The length of the jump is the 
number of pieces between the 
blocks. 

Positive integers can be broken (decomposed) into parts 
that are each one unit in quantity. 

 Add the correct number of coils 
that match the length of the 
jump.  

All rational numbers can be represented as additions of 
integers or fractions. 

To add quantities, the units (or parts of units) must be 
identical. 

Identical (common) units can be added to create a single 
numerical sum. 

 Grid: The top number of the 
jump distance equals the total 
number of spaces to jump over. 

Coils: The top number of the 
sum of the coil pieces on the 
trampoline represents the 
number of coil pieces that have 
been added together. 

The numerator of a fraction represents the number of 
identical parts that have been combined. For example, ¾ 
means three pieces that are each ¼ of one whole unit. 
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Appendix D: 

Example Tutorial Images: Stage 2 
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Appendix E: 

Feedback Images 
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Appendix F: 

Sample Additional Feedback 
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Appendix G: 

Item Specifications (Sample) 

Knowledge Specs Computational Fluency: Students can execute 
procedures in the domain without the need to 
create or derive the procedure. Fluid 
performance is based on recall of patterns or 
other well established procedures, and is fast, 
automatic, and error-free. 
How is something done? 

Conceptual Understanding: Captures 
demonstration of understanding of the 
mathematical concepts. 
Why is something done? 

When presented 
with… 
(Assessment 
Stimulus) 

Students should be able 
to… 

When presented 
with… 
(Assessment 
Stimulus) 

Students should be 
able to… 

1.0.0 Does the student understand the importance of the unit whole or amount? 
1.1.0. The size of 
a rational number 
is relative to how 
one Whole Unit is 
defined. 

Any rational 
number… 

Place it on a number line 
relative to the whole 
interval explicitly (0 and 1 
labeled) or implicitly (0 
and an integer other than 1 
labeled) defined. 

Apparent 
contradictions 
involving rational 
number such as ¾ < 
½ or ½ does not 
equal ½. 

Explain that the 
contradiction can be 
resolved if their 
relative wholes must 
be equal when 
comparing. 

Given a unit 
whole (interval, 
volume, area, 
etc.)… 

Show how much of the whole must be shaded to represent a fractional 
amount. 

1.2.0. In 
mathematics, one 
unit is understood 
to be one of some 
quantity 
(intervals, areas, 
volumes, etc.). 

A histogram of a 
certain quantity 
represented by 
discrete objects… 

Identity the unit that each 
single discrete object 
represents (e.g. each rose 
represents thousands of 
flowers sold on 
Valentine’s Day).  

Given a relationship 
between a real 
world measure and 
a scale model… 

Explain how what 
size of unit to use on 
the model to 
accurately represent 
the real world 
quantity. 
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Appendix H: 

Pretest Administered 

 
1. Time started: ________________ 
 
 
 
2. Write a fraction that describes the shaded part of the figure below. 
 
 
 

 
 
Answer: _________ 

 
 
 
 
 
Fill in the boxwith a number that will make the statement true. 

3. 

 

 
 
 
 
 
4. A student has finished four pages of a six-page test. Write a fraction that shows the part 

of the test the student has completed. 
 
 

Answer: ____________________ 
 
 
 

8_1_0_2 
Answer: 4/6 or equivalent 
0 = wrong, 1 = right, 2 = don’t know, 
98 = blank 
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5. In the figure below, how many MORE small squares need to be shaded so that 
5

6
 of the 

small squares are shaded? 
 
 
 
 

 
 
Answer: _________ 

 
 
 
 
 
 

6. There are 12 cookies. Draw a circle around 
1

3
of the cookies. 

 

 
 
 
 
 
 
For the questions below, fill in each box with a number that will make the statement true. 
The fractions DO NOT need to be simplified! 
 

7. 

 
The fraction does not need to be simplified. 

8. 

 
The fraction does not need to be simplified. 
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Use this information to fill in the boxes below: 
 

1 2 3 4 5
 is the same as  and  and  and 

2 4 6 8 10  
 
 

9. 

 

 
 
 

10. 

 

 
 
 

11. 

 

 
 

12. 
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13. How many 
1

4
’s are in 

3

4
? 

 
 
a. Answer: _________ 

 
 

b. What does the numerator of 3 tell you in 
3

4
? Choose only one answer. 

a. It tells you there are three 
1

4
’s in this fraction 

b. It tells you the whole unit is broken into three pieces 

c. It tells you there are three whole units in this fraction 

d. It tells you to add 4 three times 

 

c. What does the denominator of 4 tell you in 
3

4
? Choose only one answer. 

a. It tells you there are four 
3

4
’s in this fraction 

b. It tells you the whole unit is broken into four pieces 

c. It tells you there are four whole units in this fraction 

d. It tells you to add 3 four times 
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14. Using the picture above, choose the answer that best explains why the denominator is “2” 

in 
1

2
 

a. There are 2 whole units. 

b. You multiplied the “1” by 2. 

c. The number “1” has been divided into two pieces. 

d. Because 1 + 1 = 2. 

 
 
 
 
 
 
 
 
Fill in EACH box with a number that will make the statement true. 

15. 
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16. Choose the fraction that represents the shaded boxes. 
 

a. 
4

2
 

b. 
2

4
 

c. 
1

4
 

d. 
2

8
 

 
 
 
 
 
 
 
17. Choose the answer that best explains what the numerator of a fraction is. 
 

a. How many equal parts you have. 

b. How many whole units you have in a fraction. 

c. How many equal parts you broke the whole unit into. 
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For the problems below, indicate whether or not they were completed correctly or not. If you 
do not know, mark “Don’t Know.” 
 
  Correct Incorrect Don’t Know 

18. 
1 2 3

8 4 12
   □ □ □ 

19. 
3 3 9

4 2 4
   □ □ □ 

20. 
5 2 7

6 6 6
   □ □ □ 

21. 
3 5 8

6 6 6
   □ □ □ 

22. 
2 2 4

11 11 11
   □ □ □ 

23. 
1 2 3

2 4 6
   □ □ □ 

24. 
1 3 5

3 6 6
   □ □ □ 
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25. How would you explain how to solve this problem? 
 

2 2 4

11 11 11
 

 
 
 
 
 
 
 
 
 
 
 
 
 
26. How would you explain how to solve this problem? 
 

1 2 3

2 4 6
 

 
 
 
 
 
 
 
 
 
 
 
 
 
27. How would you explain how to solve this problem? 
 

1 3 5

3 6 6
 
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28. At what number is the “?” located? 
 

 
 
 
Answer: _________ 
 
 
 
 
 

29. At what number is the “?” located? 
 

 
 
 
Answer: _________ 
 
 
 
 
 

30. At what number is the “?” located? 
 

 
 
 
Answer: _________ 
 
 
 
 
 

31. Time finished: ________________ 
 





 

103 

Appendix I: 

Administered Posttest 

 
1. Time started: ________________ 
 
 
 
 
2. Write a fraction that describes the shaded part of the figure below. 
 
 
 

 
 
Answer: _________ 

 
 
 
 
 
Fill in the box with a number that will make the statement true. 

3. 

 

 
 
 
 
 
4. A student has finished four pages of a six-page test. Write a fraction that shows the part 

of the test the student has completed. 
 
 

Answer: ____________________ 
 
 
 

8_1_0_2 
Answer: 4/6 or equivalent 
0 = wrong, 1 = right, 2 = don’t know, 
98 = blank 
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5. In the figure below, how many MORE small squares need to be shaded so that 
5

6
 of the 

small squares are shaded? 
 
 
 
 

 
 
Answer: _________ 

 
 
 
 
 
 

6. There are 12 cookies. Draw a circle around 
1

3
of the cookies. 

 

 
 
 
 
 
 
For the questions below, fill in each box with a number that will make the statement true. 
The fractions DO NOT need to be simplified! 
 

7. 

 
The fraction does not need to be simplified. 

8. 

 
The fraction does not need to be simplified. 
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Use this information to fill in the boxes below: 
 

1 2 3 4 5
 is the same as  and  and  and 

2 4 6 8 10  
 
 

9. 

 

 
 
 

10. 

 

 
 
 

11. 

 

 
 

12. 
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13. How many 
1

4
’s are in 

3

4
? 

 
 
a. Answer: _________ 

 
 

b. What does the numerator of 3 tell you in 
3

4
? Choose only one answer. 

a. It tells you there are three 
1

4
’s in this fraction 

b. It tells you the whole unit is broken into three pieces 

c. It tells you there are three whole units in this fraction 

d. It tells you to add 4 three times 

 

c. What does the denominator of 4 tell you in 
3

4
? Choose only one answer. 

a. It tells you there are four 
3

4
’s in this fraction 

b. It tells you the whole unit is broken into four pieces 

c. It tells you there are four whole units in this fraction 

d. It tells you to add 3 four times 
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14. Using the picture above, choose the answer that best explains why the denominator is “2” 

in 
1

2
 

a. There are 2 whole units. 

b. You multiplied the “1” by 2. 

c. The number “1” has been divided into two pieces. 

d. Because 1 + 1 = 2. 

 
 
 
 
 
 
 
 
Fill in EACH box with a number that will make the statement true. 

15. 
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16. Choose the fraction that represents the shaded boxes. 
 

a. 
4

2
 

b. 
2

4
 

c. 
1

4
 

d. 
2

8
 

 
 
 
 
 
 
 
17. Choose the answer that best explains what the numerator of a fraction is. 
 

a. How many equal parts you have. 

b. How many whole units you have in a fraction. 

c. How many equal parts you broke the whole unit into. 
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For the problems below, indicate whether or not they were completed correctly or not. If you 
do not know, mark “Don’t Know.” 
 
  Correct Incorrect Don’t Know 

18. 
1 2 3

8 4 12
   □ □ □ 

19. 
3 3 9

4 2 4
   □ □ □ 

20. 
5 2 7

6 6 6
   □ □ □ 

21. 
3 5 8

6 6 6
   □ □ □ 

22. 
2 2 4

11 11 11
   □ □ □ 

23. 
1 2 3

2 4 6
   □ □ □ 

24. 
1 3 5

3 6 6
   □ □ □ 
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25. How would you explain how to solve this problem? 
 

2 2 4

11 11 11
 

 
 
 
 
 
 
 
 
 
 
 
 
 
26. How would you explain how to solve this problem? 
 

1 2 3

2 4 6
 

 
 
 
 
 
 
 
 
 
 
 
 
 
27. How would you explain how to solve this problem? 
 

1 3 5

3 6 6
 
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28. At what number is the “?” located? 
 

 
 
 
Answer: _________ 
 
 
 

29. At what number is the “?” located? 
 

 
 
 
Answer: _________ 
 
 
 

30. At what number is the “?” located? 
 

 
 
 
Answer: _________ 
 
 
 



 

 112

 

31. You are given a 
1

5
 coil and a 

2

5
 coil. How far will Patch bounce if you add both of those 

coils to one trampoline? 
 
 

Answer: _________ 
 
 

32. You are given a 
1

6
 coil and a 

1

4
 coil. If you want to use both of them to make Patch 

jump, what would you need to do to make sure you could add these two coils to a single 
trampoline in the game? Choose the answer that best explains. 

 

a. Add 6 + 4 and then 1 + 1 

b. Multiply 6 × 1 and 4 × 1 

c. Change the fraction to 12ths 

d. Change the 
1

6
 into 

1

4
 

 
 

33. You are given a 
1

6
 coil and a 

1

4
 coil. How far will Patch bounce after you add both of 

those coils to one trampoline? 
 
 

Answer: _________ 
 
 
 
34. Select ALL the answers that explain, mathematically, why you cannot combine 

different size coils in the game. 
 

□ You cannot add unlike pieces together 

□ The game just won’t let you add certain things together 

□ The numerators have to be the same 

□ Addition tells you how many identical things you have 
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Suppose a trampoline had a 
3

5
 coil on it. 

 

 

 

grid 

 
Given the situation above, for each statement below, circlewhether the statement is true (T) 
or false (F). 

35. T F The unit should be divided into 3 equal pieces. The unit is the distance 
between the vertical lines.36. T F The unit should be divided into 5 equal pieces. 

37. T F If Patch jumped on the trampoline, he would bounce 3 pieces. 

38. T F If Patch jumped on the trampoline, he would bounce 5 pieces. 

 
 

Suppose a trampoline with a 
3

2
 coil was placed on the grid as shown below. 

39. Place an “X” on the spot 
where Patch would land 
after pressing Jump. 

 
 

40. 
What coil value will make 
Patch bounce to the X 
block?  

 

41. 
What coil value will make 
Patch bounce to the X 
block?  

 

42. 
What coil value will make 
Patch bounce to the X 
block?  

 

43. 
What coil value will make 
Patch bounce to the X 
block?  
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Appendix J: 

Administered Post-Game Survey 

 
For each question, circle the number that shows how much you agree with the statement. 
OVERALL COMMENTS ON THE GAME 
Indicate how much you AGREE with the following 
statements. Disagree 

Disagree  
a little 

Agree 
a little Agree 

1. I knew how I lost points 1 2 3 4 
2. I knew how I scored points 1 2 3 4 
3. I thought the directions made sense 1 2 3 4 
4. I think the game helped make my math skills better 1 2 3 4 
5. I was confused about how to play the game 1 2 3 4 
6. I learned something new about fractions from the 

game 
1 2 3 4 

7. If someone asked me, I could explain what the 
green dots mean 

1 2 3 4 

8. I cared about earning points in the game 1 2 3 4 
9. I was concentrating a lot while playing the game 1 2 3 4 
10. I became hooked on the game 1 2 3 4 
11.  It felt like I was playing the game for less time than 

I really did 
1 2 3 4 

12. I enjoyed playing the game 1 2 3 4 
13. I would play this game again 1 2 3 4 
14. I forgot about everything else around me while I 

was playing the game 
1 2 3 4 

15. I was not able to pay attention to the game 1 2 3 4 
16. I was paying attention to other things while I played 

the game 
1 2 3 4 

17. Beating the different levels made me feel good 1 2 3 4 
18. I really got into the game 1 2 3 4 
19. Playing the game was boring 1 2 3 4 
20. If the game had more levels, I would want to play 

them 
1 2 3 4 

21. I would have liked to play longer 1 2 3 4 
22. I got annoyed playing the game 1 2 3 4 
23. I had to try really hard while playing the game 1 2 3 4 
24.  I thought the game looked cool 1 2 3 4 
25. I did not want to lose in the game 1 2 3 4 
26. I thought the game was fun 1 2 3 4 
27. I thought the game was frustrating 1 2 3 4 
28. Time seemed to go by very quickly when I played 

the game 
1 2 3 4 

29. I liked that the game was hard sometimes 1 2 3 4 
30. I wish I had more time to play the game 1 2 3 4 
31.  I would play this game when I have free time 1 2 3 4 
32. I thought the game was hard 1 2 3 4 
33. I lost track of time when playing the game 1 2 3 4 
34. I would tell my friends to play this game 1 2 3 4 
35. The game is like other puzzle games I play 1 2 3 4 
36. I knew what the goals of the game were 1 2 3 4 
37. This game was as much fun as other puzzle games 

I enjoy 
1 2 3 4 

38. I can see similarities between this game and other 
puzzle games 

1 2 3 4 
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Indicate how much you AGREE with the following 
statements. Disagree 

Disagree 
a little 

Agree 
a little Agree 

39. This game is similar to other puzzle games 1 2 3 4 
 
Indicate how FREQUENTLY the following occurred 
… 

Almost 
never Sometimes Often 

Almost 
always 

40. I read the directions 1 2 3 4 
41. I just looked at how big the coil was (and not its 

value, like 1/2 or 1/3) to choose what size coil to use 
1 2 3 4 

42. I guessed when I chose what size coil to use 1 2 3 4 
43. I used math to figure out what size coil to use 1 2 3 4 
44. I used the Reset button 1 2 3 4 
45. I used the Reset Tutorial (go back to tutorial) button 1 2 3 4 
46. I used Patch’s Survival Guide 1 2 3 4 

 
47. Please write down any comments you have about the game. 
 
 
 
 
HOW OFTEN YOU PLAY GAMES 
Circle the number that shows how often you play the following types of games in general (note: if you 
don’t know what a term means, mark the first box). 

Indicate how much you play the following types 
of games. 

Don’t know 
the word 

Hardly 
ever 

Some-
times Often 

Very 
often 

48. Puzzle (ex: Tetris, Minesweeper, Bejeweled)  1 2 3 4 
49. Real Time Strategy (RTS; ex: Age of Empires, 

Command & Conquer) 
 1 2 3 4 

50. Action (ex: Halo, SOCOM)  1 2 3 4 
51. Role Playing (ex:Neverwinter Nights, World of 

Warcraft) 
 1 2 3 4 

52. Sports (ex: Madden Football, Tiger Woods Golf)  1 2 3 4 
53. First-person perspective or shooter (ex: Halo, 

Call of Duty, Resistance)  
 1 2 3 4 

54. Arcade style (ex: Pac-man, Pong)  1 2 3 4 
55. Console games (ex: Xbox, Playstation, Wii, DS, 

PSP, Gamecube) 
 1 2 3 4 

56. Mobile/phone games (ex:iPhone, iTouch, 
Blackberry, Android, Palm Pre) 

 1 2 3 4 

 
 
VIDEO GAME AND COMPUTER EXPERIENCE 
57. How many HOURS a WEEK do you play video games (computer, console, handheld)? 

(Estimate if you don’t know, or think about how many hours a day you play and add them all up 
for the week!) 

0 hours/week 1-4 hours/week 5-8 hours/week 9-12 hours/week 13+ hours/week 

 

58. How would you describe your skill level with video games? 

Poor Fair Good Very good 
 

59. How often do you use a computer? (not including video games):  hours per week 
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60. How would you describe your skill level with computers? 

Poor Fair Good Very good 
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ATTITUDES ABOUT MATH 
A number of statements which people have used to describe themselves are given below. For each 
statement, find the word or phrase which best describes how you think or feel and circle the number 
for your answer. There are no right or wrong answers. Do not spend too much time on any one 
statement. 
 

Indicate how much the following occurs in general. 
Almost 
never 

Some-
times Often 

Almost 
always 

61. I know I can understand most information in a textbook 
even if it’s difficult 

1 2 3 4 

62. If I want to learn something well, I can. 1 2 3 4 
63. I’m confident I can do an excellent job on assignments 

and tests. 
1 2 3 4 

64. If I decide not to get any bad grades, I can really do it. 1 2 3 4 
65. When I sit myself down to learn something really 

difficult, I can learn it. 
1 2 3 4 

66.  I know that I can do well on the things I’m taught 1 2 3 4 
67. If I decide not to get any problems wrong, I can really 

do it. 
1 2 3 4 

68.  I know that I can understand even the hardest things 
taught by my teacher. 

1 2 3 4 

 
Indicate how much you AGREE with the following 
statements. Disagree 

Disagree 
a little 

Agree 
a little Agree 

69. I learn faster if I’m trying to do better than others. 1 2 3 4 

70. It is helpful to put together everyone’s ideas when 
working on a project. 

1 2 3 4 

71. Mathematics is important to me personally. 1 2 3 4 

72. I like to help other people do well in a group. 1 2 3 4 

73. I would like to be the best at something. 1 2 3 4 

74. Mathematics is one of my best subjects. 1 2 3 4 

75. Trying to be better than others makes me work well. 1 2 3 4 

76. Because doing mathematics is fun, I wouldn’t want 
to give it up. 

1 2 3 4 

77. I get good grades in mathematics. 1 2 3 4 

78. I like to try to be better than other students. 1 2 3 4 

79. I like to work with other students. 1 2 3 4 

80.  When I work on math, I sometimes am so focused I 
forget how long I've been working. 

1 2 3 4 

81. I learn most when I work with other students. 1 2 3 4 

82. I do my best work when I work with other students. 1 2 3 4 

83. I have always done well in mathematics. 1 2 3 4 
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BACKGROUND 
84. Birth date:   /  
 Month Year 
 
85. Grade:4th 5th 6th 7th 8th 9th 10th 11th 12th 
 
86. What are you learning in your math class now? 

__________________________________________ 
 
87. Gender:  Male  Female 
 
88. Ethnicity (choose only one): 

 Biracial/multiethnic   Native-American 
 African-American  White, non-Hispanic 
 Asian or Pacific Islander  Other _____________________ 
 Hispanic / Latino/a  

 

89. How often do people in your home talk to each other in a language other than English? 

Never Once in a while About half of the time All or most of the time 

 

90. What was your math grade on your last report card? 

A B C D F Don’t know 

 

91. What were your math grades last year? 

A B C D F Don’t know 
 
92. Did you play a version of this game before?  Yes  No 
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Appendix K: 

Rubric for Open-Ended Items 

 
How would you explain how to solve this problem? 
 

2 2 4

11 11 11
 

 
 
 

Score Point Description Example 
0 Add the denominator 

If a student mentions that the denominators 
should be added (i.e., using words or 
symbolically, or graphically), then 
automatically scored incorrect. 

‐ “Add the top and bottom numbers” 
‐ Only rewrites the problem 

0 Unrelated response 
Student mentions some non-mathematical 
strategy (e.g., something that is 
metacognitive) or judgment (e.g., that it was 
right/wrong). 

‐ “Look at it” 
‐ “Check it” 
‐ “Correct” 

1 Add fractions 
Response indicates that the fractions can be 
added together but does not specifically 
mention that only the numerators should be 
added. 

‐ “Add the fractions together” 

2 Add numerators 
If student mentions that numerators should 
be added, (i.e., using words or symbolically, 
or graphically), then scored correct. 

‐ Only has “2+2 = 4” 
‐ “Add 2 and 2” 
‐ “All you need to do is add the numerator” 
‐ “Just add the top and leave the bottom 

number the same”  
2 Represents the right answer 

Student uses a diagram or picture to 
demonstrate correctly how the problem 
should be solved 

‐ Has a diagram with a rectangle split into 
11 pieces and four are shaded 

98 Don’t know ‐ Says something like “DK” or “?” 
99 Missing ‐ No response 

N/A Cannot interpret  
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How would you explain how to solve this problem? 
 

1 2 3

2 4 6
 

 
 
 

Score 
Point 

Description Example 

0 Add without changing anything 
Student mentions adding the (a) fractions, OR 
(b) numerators, OR (c) denominators, OR (d) 
numbers without changing or converting the 
numbers. 

‐ “Add the top and bottom numbers” 
‐ Says “1+2 = 3” and “Add 2+4=6” 
‐ “Add the numerators” 

0 Cannot add denominators 
Response does not indicate that anything should 
be changed but does acknowledge that the 
denominators cannot be added together.  

‐ “Do not add denominators” 
‐ “Keep bottom numbers the same” 
 

0 Unrelated response 
Student mentions some non-mathematical 
strategy (e.g., something that is metacognitive) 
or judgment (e.g., that it was right/wrong). 

‐ “Look at it” 
‐ “Check it” 
‐ “Correct” 

0 Wrong response 
Response is completely wrong (does not indicate 
that the student understands that fractions need 
to be converted). 

‐ “Are not equal” 
‐ “Divide” 
 

1 Mentions converting the fraction or that the 
denominator needs to be changed 
Student’s response refers to something having to 
be changed (e.g., (a) fractions, OR (b) 
numerators, OR (c) denominators, OR (d) 
numbers) but does not mention the need for a 
common denominator. 
**partial credit is given for acknowledging that 
something needs to be changed** 

‐ “Change the denominators” 
‐ “Change 1 of the fractions and then 

add it” 
‐ “You need to convert the fractions” 

1 Mentions converting the fraction or that the 
denominator needs to be changed but inaccurate 
computation 
Student’s response refers to something having to 
be changed (e.g., (a) fractions, OR (b) 
numerators, OR (c) denominators, OR (d) 
numbers) but does an inaccurate computation. 
**partial credit is given for acknowledging that 
something needs to be changed** 

‐ “Change the denominator into an 8” 
‐ “½ = 2/6” 

1 Mentions finding a common denominator but no 
mention of converting entire fraction 
Student’s response refers to the need to find a 
common denominator but does not refer to 
needing to then convert the fraction. 
**partial credit is given for acknowledging that 
a common denominator is needed but does not 
get full credit because student does not 
acknowledge that the entire fraction needs to be 
converted*** 

‐ “Find the LCD and then add them” 
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Score 
Point 

Description Example 

2 Convert fractions to a common denominator 
Response indicates that the fraction should be 
converted to have a common denominator 
before they can be added.  

‐ “You can’t solve it unless you have 
equal parts” 

‐ “You need to convert the fractions into 
a common denominator” 

‐ “Multiply the top and bottom number 
by 2” 

2 Graphically or symbolically represents the 
process or product of the addition 
Using symbols or diagrams, shows how the 
problem should be solved or shows the 
conversion. 

‐ “2/4+2/4 = 4/4” 
‐ “½ = 2/4” 
‐ Shows two circles with one of them ½ 

shaded, and the other broken into four 
parts with two shaded 

98 Don’t know 
‐ Says something like “DK” or “?” 

99 Missing 
‐ No response 

N/A Cannot interpret  
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How would you explain how to solve this problem? 
 

1 3 5

3 6 6
 

 
 
 
Score 
Point 

Description Example 

0 Add without changing anything 
Student mentions adding the (a) fractions, OR (b) 
numerators, OR (c) denominators, OR (d) numbers 
without changing or converting the numbers. 

‐ “Add the top and bottom numbers” 
‐ “1+3” 
‐ “Add 3+6” 
‐ “Add the numerators” 
‐ “Adding the numbers” 
‐ “6 is common so add the numerators” 
‐ “1/3 + 3/6=4/9” 

0 Cannot add denominators 
Response does not indicate that anything should be 
changed but does acknowledge that the denominators 
cannot be added together.  

‐ “Do not add denominators” 
‐ “Keep bottom numbers the same” 

0 Unrelated response 
Student mentions some non-mathematical strategy 
(e.g., something that is metacognitive) or judgment 
(e.g., that it was right/wrong) 

‐ “Look at it” 
‐ “Check it” 
‐ “Wrong” 

0 Wrong response 
Response is completely wrong (does not indicate that 
the student understands that fractions need to be 
converted) 

‐ “Are not equal” 
‐ “Divide” 

1 Mentions converting the fraction or that the 
denominator needs to be changed 
Student’s response refers to something having to be 
changed [e.g.,(a) fractions, OR (b) numerators, OR 
(c) denominators, OR (d) numbers] but does not 
mention the need for a common denominator 
**partial credit is given for acknowledging that 
something needs to be changed** 

‐ “Change the denominators” 
‐ “Change 1 of the fractions and then add 

it” 
‐ “You need to convert the fractions” 
‐ “It needs to be changed” 

1 Mentions converting the fraction or that the 
denominator needs to be changed but inaccurate 
computation 
Student’s response refers to something having to be 
changed (e.g., (a) fractions, OR (b) numerators, OR 
(c) denominators, OR (d) numbers) but does an 
inaccurate computation. 
**partial credit is given for acknowledging that 
something needs to be changed** 

‐ “Change the 1/3 to 1/6” 

1 Mentions finding a common denominator but no 
mention of converting entire fraction 
Student’s response refers to the need to find a 
common denominator but does not refer to needing to 
then convert the fraction. 
**partial credit is given for acknowledging that a 
common denominator is needed but does not get full 
credit because student does not acknowledge that the 
entire fraction needs to be converted*** 

‐ “Find the LCD and then add the 
numerators” 
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Score 
Point 

Description Example 

2 Convert fractions to a common denominator 
Response indicates that the fraction should be 
converted to have a common denominator before they 
can be added.  

‐ “You can’t solve it unless you have equal 
parts” 

‐ “You need to convert the fractions into a 
common denominator” 

98 Graphically or symbolically represents the process or 
product of the addition 
Using symbols or diagrams, shows how the problem 
should be solved or shows the conversion. 

‐ Shows two circles with one of them 1/3 
shaded, and the other broken into six parts 
with three shaded 

‐ “1/3= 2/6” 
98 Don’t know 

‐ Says something like “DK” or “?” 
99 Missing 

‐ No response 
N/A Cannot interpret 

‐ Illegible 
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Appendix L: 

Rationale for Intraclass Correlation Coefficient Model 

Reliability for each item was determined by calculating the Intraclass Correlation 

Coefficients (ICC) for each item. Choosing the appropriate ICC model is determined by the 

nature of the data and what is examined to be reliable (McGraw & Wong, 1996). A two-way, 

mixed-effect model was used to examine the absolute agreement of measurements between 

the three raters for each of the three open-ended items. In these data, the rows represent 

measurements for different participants. The measurement observations are independent (i.e., 

for each item, data are not coming from the same individual more than once). Thus, these 

measurements are one systematic source of variance. The columns represent different raters, 

which were another systematic source of variance. When there are two sources of variance, a 

two-way model is used. In these data, the ICCs were applied to single measurement scores 

(i.e., individual ratings of items by individual judges); therefore, an ICC model that applies to 

single measurements was used. For the purposes of the study, the agreement among raters, 

rather than the consistency within a rater was of utmost concern. Thus, an absolute agreement 

of correlation is used. Finally, it could not be assumed that findings from the calculation of 

these three raters will generalize to other raters; thus, the column variable, raters, was 

considered a fixed variable. 
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Appendix M: 

Descriptive Statistics for Background Variables 

Table M1 

Descriptive Statistics on Frequency of Game Play by Game Type 

Game type M Hardly ever Sometimes Often Very often 

Puzzle  2.57 14 (10.93%) 28 (21.87%) 8 (6.25%) 24 (18.75%) 

Real Time Strategy  2.26 30 (23.43%) 15 (11.71%) 7 (5.46%) 21 (16.4%) 

Action  2.97 10 (7.81%) 18 (14.06%) 15 (11.71%) 36 (28.12%) 

Role Playing  2.41 29 (22.65%) 15 (11.71%) 9 (7.03%) 26 (20.31%) 

Sports  2.84 16 (12.5%) 16 (12.5%) 19 (14.84%) 34 (26.56%) 

First-person perspective 
or shooter  

2.98 18 (14.06%) 10 (7.81%) 11 (8.59%) 44 (34.37%) 

Arcade style  3.00 7 (5.46%) 25 (19.53%) 17 (13.28%) 39 (30.46%) 

Console games  3.49 6 (4.68%) 9 (7.03%) 9 (7.03%) 64 (50%) 

Mobile/phone games  3.06 17 (13.28%) 11 (8.59%) 9 (7.03%) 50 (39.06%) 

Table M2 

Descriptive Statistics: No. of Hours Video Games Played; Video Game Skill Level; Computer Skill Level 

Video game and computer experience n % 

Number of hours video games are played   

0 hours/week 7 5.5 

1-4 hours/week 58 45.3 

5-8 hours/week 20 15.6 

9-12 hours/week 5 3.9 

13+ hours/week 12 9.4 

Video game skill level   

Poor 4 3.1 

Fair 13 10.2 

Good 27 21.1 

Very good 61 47.7 

Computer skill level   

Poor 4 3.1 

Fair 13 10.2 

Good 27 21.1 

Very good 61 47.7 
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Table M3 

Descriptive Statistics: Self-Efficacy and Learning Style Preferences 

Cognitive factor n Min. Max. M SD Variance 

Self-efficacy 101 1.38 4.00 3.22 0.68 0.46 

Math self-concept 98 1.50 4.00 3.28 0.66 0.44 

Competitive learning 98 1.00 4.00 3.13 0.77 0.59 

Cooperative learning 98 1.60 4.00 3.29 0.72 0.52 

 

Table M4 

ANOVAs for Background Variables 

Background variable SS df Mean Square F p 

Gaming experience      

Between groups 1.268 2 .634 1.050 .355 

Within groups 48.913 81 .604   

Total 50.181 83    

Self-efficacy      

Between groups .278 2 .139 .298 .743 

Within groups 39.553 85 .465   

Total 39.830 87    

Math self-concept      

Between groups .052 2 .026 .058 .944 

Within groups 37.363 83 .450   

Total 37.415 85    

Competitive      

Between groups .819 2 .409 .678 .511 

Within groups 50.142 83 .604   

Total 50.961 85    

Cooperative      

Between groups 1.428 2 .714 1.288 .281 

Within groups 46.020 83 .554   

Total 47.449 85    
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Appendix N: 

Correlation Matrix: Game Performance and Math Achievement Measures 

Table N1 

Correlation Matrix: Game Performance and Math Achievement Measures 

Measures 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Pretest 1.00 0.90** 0.55** -0.12 0.10 0.10 0.29** -0.08 -0.18 0.06 0.26* 0.20 0.41** 0.29**

Posttest 0.90** 1.00 0.61** 0.32** 0.02 0.11 0.26** -0.11 -0.21* 0.00 0.16 0.13 0.33** 0.25*

Game context items 0.55** 0.61** 1.00 0.22* -0.02 0.09 0.16 -0.26** -0.22* 0.02 0.06 -0.06 0.19 0.09 

Normalized 
changes scores 

-0.12 0.32** 0.22* 1.00 -0.19 0.04 -0.02 -0.06 -0.05 -0.15 -0.18 -0.11 -0.07 0.01 

Added coils unlike 
denominators 

0.10 0.02 -0.02 -0.19 1.00 0.20* 0.40** 0.33** 0.44** 0.21* 0.01 -0.09 0.03 -0.08 

Using wrong sized 
coils 

0.10 0.11 0.09 0.04 0.20* 1.00 0.68** 0.17 0.15 -0.01 0.01 -0.03 0.04 0.06 

Adding coils 0.29** 0.26** 0.16 -0.02 0.40** 0.68** 1.00 0.31** 0.33** 0.10 0.12 0.06 0.15 0.11 

Resets -0.08 -0.11 -0.26** -0.06 0.33** 0.17 0.31** 1.00 0.74** -0.01 0.00 -0.03 -0.08 -0.13 

Failed attempts -0.18 -0.21* -0.22* -0.05 0.44** 0.15 0.33** 0.74** 1.00 -0.01 -0.05 -0.03 -0.14 -0.17 

Gaming experience 0.06 0.00 0.02 -0.15 0.21* -0.01 0.10 -0.01 -0.01 1.00 0.30** 0.29** 0.36** 0.35**

Competitive 0.26* 0.16 0.06 -0.18 0.01 0.01 0.12 0.00 -0.05 0.30** 1.00 0.58** 0.56** 0.53**

Cooperative 0.20 0.13 -0.06 -0.11 -0.09 -0.03 0.06 -0.03 -0.03 0.29** 0.58** 1.00 0.61** 0.66**

Self-efficacy 0.41** 0.33** 0.19 -0.07 0.03 0.04 0.15 -0.08 -0.14 0.34** 0.54** 0.61** 1.00 0.69**

Math self-concept 0.29** 0.25* 0.09 0.01 -0.08 0.06 0.12 -0.13 -0.17 0.35** 0.53** 0.66** 0.69** 1.00 

 


