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ASSESSING EXPERT KNOWLEDGE REPRESENTATIONS
OF INTRODUCTORY STATISTICS

Nancy C. Lavigne and Robert Glaser
LRDC/University of Pittsburgh

Abstract

The assessment challenge today is to build assessments based on empirical and
theoretical knowledge of learning and cognition. A cognitive proficiency that has
received relatively little attention in statistics classrooms is how students represent their
knowledge of statistical content. In this report, we focus on two assessments that are
specifically designed to assess different but related aspects of individuals’ knowledge
representations: (a) problem sorts which measure how individuals represent a specific
aspect of their knowledge in the context of word problems (i.e., problem representation)
and (b) concept maps which measure how individuals represent their knowledge of the
discipline as a whole (i.e., domain representation). This case study is meant to assess a
statistics expert’s representation of statistics as explicitly as possible. The participant was
required to (a) group problems based on how he felt they best belonged together and
explain his sorts after he was finished, (b) identify and explain various levels of problem
groupings he expected introductory statistics students to generate, and (c) construct two
concept maps, one representing statistics as a whole (includes descriptive and inferential
statistics) and a second representing a specific aspect of statistics (inferential statistics),
which was content emphasized in the problem sorting task. Explanations were
audiotaped. The data suggest that the problem sorting task can be useful as a measure of
representation when supplemented with an individual’s explanations for his or her sorts.
Moreover, concept maps can assist in the interpretation of performance on the problem
sorting task. The concept map and problem sorting measures can be mutually
informative, with the concept map providing a broader picture and the problem sorts
illustrating how certain concepts become salient when applied to different contexts.

Researchers have made significant strides in developing an understanding of
the learning and cognition demonstrated by students at various levels of education.
While it is true that many questions remain to be investigated, a substantial body of
knowledge has been acquired about how individuals learn academic content, such
as mathematics and science. This body of work, in turn, has led to a progression in
and expansion of views, at least within the research community, about learning and
performance. Unfortunately, the growing knowledge base and perspectives
regarding learning and cognition are not always reflected in assessment practices.



Consequently, what is assessed is often unrepresentative of the range of cognitive
abilities that individuals can demonstrate (Glaser, 1990; Wolf, Bixby, Glenn, &
Gardner, 1991). According to the National Research Council (NRC, 2001) and some
researchers interested in assessment (e.g., Shepard, 1991; Wiggins, 1993), a
fundamental problem in education today is that typical assessments of achievement
are based on traditional beliefs (e.g., thought is composed of independent pieces of
knowledge and skills that are acquired by passively receiving information) that are
inconsistent with current perspectives on cognition and learning (e.g., thought is
composed of connected chunks of knowledge that are acquired by actively trying to
make sense of information). Current views consider the cognitive processes
involved in learning to be an important factor in explaining how learners become
proficient. The extent to which certain processes are emphasized, however, differs
across perspectives. Some approaches focus more on external factors, such as social
interaction and culture (e.g., social perspectives); some emphasize internal factors
(e.g., schema theory); and others attempt to integrate these views by considering
both internal and external factors (e.g., situated cognition) (Reynolds, Sinatra, &
Jetton, 1996).

In this paper, we are concerned with a critical aspect of problem solving,
namely, problem representation. We are particularly interested in examining how
individuals who are experienced in statistics represent their knowledge of statistics
in the context of word problems. This work is based on a previous study that
suggested that measures more direct than problem sorts were needed to validly
assess the nature of problem representations (Lavigne & Glaser, 2001). We therefore
examine representations in a more direct way by examining an individual’s
representation on a concept mapping task in addition to the problem sorting task.

The view that is clearly associated with individuals’ knowledge representation
is schema theory. We refer to this theory for the following reasons: (a) the tasks
described in this paper are meant to be performed individually where the social
context has a limited role, and (b) the concern is with individuals’ knowledge at a
specific stage of understanding rather than with the development of that knowledge
and the factors that influenced its growth. From the perspective of schema theory,
individuals learn by trying to make sense of information they encounter. Knowledge
is constructed by building on what is already known and by transforming
information in a meaningful way (McKendree, Small, Stenning, & Conlon, 2002).
Knowledge is organized into structures referred to as schemata. In problem solving



situations, schemata result from experience in solving problems that share common
underlying features that are meaningful in that domain (Marshall, 1995). The most
relevant features are abstracted and incorporated into existing structures or form the
basis of new schemata. In this sense, a schema is a representation of the knowledge
that learners acquire, construct, and organize. As learners gain experience, their
knowledge becomes integrated and organized such that the concepts in a domain
and their interrelationships are structured around key principles or ideas (Chi,
Feltovich, & Glaser, 1981; Larkin, McDermott, Simon, & Simon, 1980). Representing
knowledge in this way (i.e., in terms of principles) facilitates recall and results in
competent performance. How learners represent their knowledge of a domain and
how changes in their representations lead to competence is a hallmark of expertise.
However, typical assessments ignore this fundamental aspect of competence.
Multiple-choice tests are not generally designed to assess students’ understanding of
the relationships between concepts in a content area (Schau & Mattern, 1997).

According to NRC (2001), assessments should be designed based on a model of
cognition and learning that relies on the most current understanding of how learners
represent their knowledge and develop competence in particular content areas. The
research described in this paper is intended to address this omission by examining
how experts in the domain of statistics represent their knowledge. Statistics
education is a domain worthy of investigation because it is a young discipline
(Garfield, 2002) and has recently become an area of interest both pedagogically and
empirically. The visibility of statistics has increased with its addition to the K-12
mathematics curriculum and with use of inquiry-based activities in science
classrooms that require drawing meaningful conclusions from data. Similarly,
statistics educators at the university level are becoming more focused on investing in
research that informs their practice (Jolliffe, 2002). The research conducted in this
area thus far suggests that undergraduate students perform worse on test items that
are designed to measure conceptual understanding (i.e., require knowledge of more
than two concepts and their relationship) than on items evaluating computational
skills (Huberty, Dresden, & Bak, 1993; Kottke, 2000). Schau and Mattern (1997)
contend that university students encounter difficulties with statistics because their
knowledge of statistical concepts is not connected. Presumably, these difficulties
arise because students are not taught to make these connections, or they are
unaccustomed to having to think about the relationships on assessments, or more
likely, both.



In this paper, we focus on two assessments that are specifically designed to
assess different but related aspects of individuals’ knowledge representations: (a)
problem sorts which measure how individuals represent a specific aspect of their
knowledge in the context of word problems (i.e., representation of inferential
statistics problems) and (b) concept maps which measure how individuals represent
their knowledge of the discipline as a whole (i.e., representation of the domain of
statistics, which includes descriptive and inferential statistics). In this case, the
domain is introductory statistics at the undergraduate level. Each type of
representation is dependent on how individuals understand relevant concepts and
the relationship between each of the concepts, or in Schau and Mattern’s (1997)
terminology, whether or not they have attained connected understanding.

Representation in the Context of Word Problems

The use of word problems to evaluate university students’ understanding of
introductory statistics is common. Typically, a lesson is given to teach students a
particular statistical analysis, such as a t-test. Word problems are then assigned to
provide practice in performing specific calculations and plugging numbers into
formulas for that analysis. Each new analysis is taught separately. Little attempt is
made to integrate concepts pertaining to each analysis in the instruction or in
assessments. This lack of integration does not provide students with an opportunity
to think about all the analyses at one time. Consequently, they do not learn why a
problem can be best solved with a particular analysis (e.g., t-test). Statistics students
rarely learn to make decisions about which analysis is appropriate for a given
problem or how a given set of data can be analyzed in more than one way despite
the fact that such decision making is at the heart of statistical problem solving
(Lovett, 2001; Lovett & Greenhouse, 2000). In this sense, the current use of word
problems in statistics classrooms is fairly restrictive—it does little to elicit and
provide information about how students represent their knowledge of statistics in
realistic problem solving situations. A more effective use of word problems for
assessing student representations might be to present students with different types
of problems (e.g., t-test, chi-square, f-test) in several sessions as they learn new
statistical analyses, rather than focusing on a specific statistical analysis (e.g., t-test)
in each lesson. Students could be asked to sort the problems into groups or
categories based on similarity. This task, known as the problem (or card) sorting
task, puts students in a position in which they must recognize the structural
similarities between problems, a necessary step in deciding upon an appropriate



analysis. The sorting task has been used extensively in identifying problem
representations in chess, physics, and mathematics (Chase & Simon, 1973; Chi et al.,
1981; Quilici & Mayer, 1996; Schoenfeld & Herrmann, 1982; Silver, 1981). Although it
has been used primarily for research purposes, this task has value as a classroom
assessment in that it can be used to inform both teachers and students of progress in
developing problem representations that facilitate problem solving.

How students represent their knowledge when dealing with problems is
referred to as a problem representation. A problem representation is a fundamental
aspect of problem solving and results from a process of trying to connect one’s
content knowledge to requirements of the problem before executing a solution
procedure (Silver & Marshall, 1990). A problem representation is an example of
knowledge in use, that is, how an individual’s representation of concepts in a
domain applies to a particular problem. Little is known about students’ problem
representations of statistics concepts. However, research involving other domains
makes it clear that the appropriateness of an individual’s problem representation is
related to expertise (Chase & Simon, 1973; Chi et al., 1981; Larkin, McDermott,
Simon, & Simon, 1980; Schoenfeld & Herrmann, 1982; Silver, 1981). In other words,
the more accurate an individual’s problem representation, the more expert-like his
or her problem solving. This knowledge and proficiency develops with experience.
Knowledge of concepts and procedures in a domain become increasingly
interconnected as competence is achieved (Glaser, 1989). These connections reflect
an organized knowledge base that is consistent with the structure of the domain.
Many domains (e.g., physics or mathematics) are structured around principles (e.g.,
Conservation of Energy in physics) or methods (e.g., addition in mathematics).
Experts represent or understand problems in terms of principles or methods, which
enables them to solve problems successfully (i.e., a principled representation). In
contrast, novices often focus on surface features of the problem (i.e., a superficial
representation), such as the story line or content irrelevant to solving the problem
(e.g., diagrams associated with physics problems, such as an inclined plane), because
their knowledge is fragmented and structured in a way that is inconsistent with the
principles in the domain. Consequently, novices’ success in solving a problem is
reduced.

A problem sorting task is an indirect measure of an individual’s problem
representation (Hassebrock, Johnson, Bullemer, Fox, & Moller, 1993; Ruiz-Primo &
Shavelson, 1996). Inferences about how an individual understands a problem



domain are made based on the problems that are grouped together. The assumption
is that if all problems designed to represent a statistical analysis (e.g., t-test) are
grouped together, then the sort was performed on a principled basis by thinking of
relevant content. If, on the other hand, problems representing common features of a
particular story line are grouped together, the assumption is that the sort was not
related to content and performed on a superficial basis by focusing on cues in the
problem. More direct measures are needed to ensure the validity of these
assumptions. Student explanations of their sorts can help identify the specific
reasons for the groupings (Lavigne & Glaser, 2001; Quilici & Mayer, 1996). However,
a problem representation reflects only a small part of an individual’s knowledge
base since it focuses on a subset of concepts in the domain and on specific
relationships between these concepts. An additional measure is needed to provide a
broader and more explicit picture of how students represent their knowledge of
introductory statistics. One assessment task that can provide in-depth and direct
information about students’ representation of concepts in a domain is the concept
map (Novak, 1995; Ruiz-Primo & Shavelson, 1996; Schau, Mattern, Zeilik, Teague, &
Weber, 2001).

Representation in the Context of Concept Maps

A concept map is used to represent and organize knowledge; it is a visual
representation of how a student understands concepts and their relationships
(Novak, 1995). Concepts are represented in the form of nodes and relationships in
the form of links. A label on a link identifies the nature of the relationship between
the concepts it connects. Cross-links depict relationships between concepts in
different parts of the concept map. Specific examples of concepts can also be
included in a concept map. Concept maps have one of the following two structures
depending on the theoretical perspective and on how the domain itself is organized
(Kinchin, Hay, & Adams, 2000): (a) a hierarchical structure in which concepts are
subsumed under superordinate concepts or (b) a nonhierarchical structure in which
concepts are surrounded by other concepts or depicted in a series. Note that some
researchers use “knowledge map” as a more general term to indicate that conceptual
knowledge is not the only type that can be represented (Klein, Chung, Osmundson,
Herl, & O’Neil, 2002). Another distinction between concept and knowledge maps is
that a standard set of labeled links is used across maps in the latter but not the
former (O’Donnell, Dansereau, & Hall, 2002). We prefer to use the more common



term concept map to avoid the confusion that may arise with the different usage of
the term knowledge map.

A concept map is conceived as representing an individual’s cognitive structure,
that is, a framework in which concepts are organized in memory (Ruiz-Primo &
Shavelson, 1996). Ausubel assumed that this organization was hierarchical and that
students learn content by (a) making connections between new information and
general concepts such that the former is subsumed under the latter (i.e.,
subsumption), (b) distinguishing the meaning of different concepts as new
relationships are formed (i.e., progressive differentiation), and (c) recognizing new
relationships between groups of three or more concepts (i.e., integrative
reconciliation) (Rafferty & Fleschner, 1993; Ruiz-Primo & Shavelson, 1996). This
perspective underlies hierarchical concept maps. Nonhierarchical concept maps are
more consistent with the associationist viewpoint, which does not assume cognitive
structures to be hierarchical (Ruiz-Primo & Shavelson, 1996). Note that the manner
in which information is represented is dependent on the content that individuals
interact with. For example, statistics is a hierarchical domain that lends itself to
hierarchical organization whereas the “water cycle” is more nonhierarchical in
nature and thus best represented in that manner (Ruiz-Primo, Schultz, Li, &
Shavelson, 2001). Finally, the Ausubel and associationist theories are consistent with
schema theory in that they posit a cognitive structure in which concepts are
organized in memory, and they focus on the connections learners make between
concepts and the process by which meanings are generated and revised.

Indeed research in this area suggests that concept maps can result in
meaningful learning when used as advance organizers for content to be learned and
when created by students to illustrate their knowledge of concepts in a particular
domain. In the case of viewing maps, O’Donnell et al. (2002) found that knowledge
maps, in which standard labeled links are used, are more effective than text in
facilitating recall of main ideas, particularly for students whose verbal skills or prior
knowledge is weak. Wells (1999) found that advance organizers significantly
enhanced college students’ conceptual understanding of biology. When required to
construct concept maps, elementary students’ understanding of relationships
between biology concepts is enhanced (Stice & Alvarez, 1987) and secondary
students’ anxiety about biology is reduced, which in turn, enhances their learning of
biology (Jegede, Alaiyemola, & Okebukola, 1990).



As assessment tools, concept maps can differentiate ability levels (Klein et al.,
2002) and can be a valid indicator of students’ representation of their knowledge
(Schau & Mattern, 1997), particularly when coupled with written essays in
mathematics courses (Bolte, 1999). Concept maps assess representations more
explicitly than essays and multiple-choice tests because they are more commonly
employed to elicit conceptual understanding (Klein et al., 2002) and reveal student
misconceptions that can be masked by traditional measures (Roberts, 1999).
Moreover, concept maps have face validity because they can facilitate learning by
linking instruction and assessment. Nonetheless, a tremendous amount of work is
needed to assess the validity and reliability of concept maps, which vary in format
and scoring systems (McClure, Sonak, & Suen, 1999; Rice, Ryan, & Samson, 1998;
Ruiz-Primo & Shavelson, 1996). Moreover, students need training in constructing
concept maps prior to engaging in the task—at least 45 minutes (Ruiz-Primo et al.,
2001; Stoddart, Abrams, Gasper, & Canaday, 2000). In comparing two formats, fill-
in-the-map (i.e., a pre-established structure with some concepts or links identified is
presented to students who have to fill in the rest of the map from a list of concepts or
links) and construct-a-map (i.e., no information about structure, concepts, or links
provided), Ruiz-Primo et al. (2001) found that the latter is a more valid indicator of
students’ representations because it reflects differences in the structure of students’
knowledge. Finally, McClure et al. (1999) examined a variety of scoring methods and
found that the most reliable technique involved using a master map. Expert maps
are often employed to assess students’ representations (Stoddart et al., 2000) since
the assumption is that the structure of students’ concept maps will become more
consistent with those of experts as their knowledge increases (Ruiz-Primo et al.,
2001).

Case Study Aims

This case study is meant to be exploratory. We were especially interested in
how a statistics expert would perform on the problem sorting and concept mapping
tasks. For example, would the inferential statistics problems be sorted in the manner
expected based on how the problems were designed? (e.g., all the F-test problems
sorted together). Would the expert concentrate on the same problem features as did
the designers of the problems? In addition, would the expert’s representation on the
problem sorts be consistent with his representation of statistics as depicted in the
concept maps? Finally, because we were also interested in obtaining data that would
enable us to develop scoring rubrics for assessing student representations of



statistics, we wanted to know the different ways in which the expert expected
introductory statistics students to perform on the problem sorting task.

Method
Participants

Three content area experts were contacted to perform the two representation
tasks. All experts were faculty members at different universities and departments
(i.e., Departments of Statistics, Educational Psychology, and Educational and
Counselling Psychology). Selection of the experts was based on their statistical
experience and willingness to participate. This was thus a convenience sample.
Although all three experts agreed to participate in the study, only one performed the
tasks at the time of this report. This participant was a male professor, age 44, who
was trained as a statistician and had approximately 14 years of experience in
teaching statistics (4 years at the undergraduate level and 10 years at the graduate
level). He has taught introductory statistics to undergraduate students in
psychology and engineering (e.g., introduction to statistics | & IlI,
engineering/business statistics, and engineering probability), as well as a number of
advanced statistics courses to undergraduate and graduate students (e.g., linear
regression, project courses, and graduate theory and methodology). His approach to
teaching statistics is both mathematical and applied. He explains this approach in
the following way: “The care and self-monitoring of mathematical thinking are
important in statistics. However, statistics’ raison d’étre is applications, and this is
also an effective way to capture students’ intellectual attention for the subject.”

Materials

Statistics problems. Twelve statistics word problems were typed and
presented to the participant on separate 3 x 5 index cards. Problems represented four
inferential tests that are commonly taught in an introductory statistics class, namely,
t-test, f-test, chi-square test, and correlation (see Appendix A). Three problems were
developed for each test, resulting in a total of 12 problems (adapted from Lovett,
2001; Quilici & Mayer, 1996). These problems can be represented in terms of two
overarching features: structural and surface. Structural features represent
fundamental statistical analyses. Surface features represent a superficial
understanding of statistics and include a focus on semantic (e.g., topic or cover
story) or literal (e.g., data organization) similarities. Order of presentation was



determined by randomly selecting problems from a hat. The resulting sequence was
presented to each participant in the same order.

Concept mapping training. The participant was given a 45- to 50-minute
training package for constructing concept maps prior to performing the concept
mapping task. The training materials were adapted from Ruiz-Primo, Schultz, and
Shavelson (2001) and involved the following: (a) introducing participants to concept
mapping by describing the purpose, components (i.e., nodes, links, propositions,
cross-links, and examples), and structures of a concept map (i.e., hierarchical and
nonhierarchical) as well as providing examples; and (b) providing an opportunity to
construct concept maps by identifying relationships between pairs of concepts (e.g.,
earth, solar system), constructing propositions, redrawing a concept map, and
constructing two maps based on two different lists of concepts (i.e., human body
and teaching). The practice activities involved content familiar to most individuals
but was not related to the domain (i.e., statistics) to be represented on the concept
mapping task.

Measures. Four measures were used in this study: a background questionnaire,
a sheet for documenting problem sorts, concept maps, and structured interview
guestions. A background guestionnaire was administered to identify demographic
information such as the participant’s age, gender, position at the university (i.e.,
professor, associate professor, and assistant professor), and department. Information
pertaining to the participant’s experience was also solicited, specifically, the total
number of years in teaching statistics, the statistics courses taught, the level at which
the courses were taught (i.e., undergraduate and/or graduate), and the number of
years teaching each course. Finally, the questionnaire required that the participant
select one or more of the following approaches that he used in teaching statistics:
mathematical, application, and theoretical. Space was provided for making
comments.

The second measure, a sheet for documenting problem sorts, was designed to
assess the accuracy of the participant’s representation of inferential statistics
problems and to generate a range of expected student performance on the same task.
The participant was required to sort the problems in his own way first, then to
identify the sorts he would expect students taking introductory statistics to produce,
and finally, to rank these alternative sorts in order of relevance (i.e., to the task) or
level of sophistication. The documentation sheet provided tables for indicating the
problem numbers in each pile for the first two parts of the task and a space was
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provided for writing the rank. The third measure, a concept map, was designed to
assess the organization or structure of the participant’s knowledge of introductory
statistics as a whole and to give a sense of the participant’s domain knowledge.

The fourth measure, structured interview questions, was designed to assess the
nature of the participant’s representations. Questions were displayed on the
instruction sheet for each task. The following structured interview questions
pertained to the problem sorting task: (a) Why is this the best way to sort these
problems? (b) Why did you sort the problems into these particular groups or piles
(please say aloud which problems you are referring to)? How are the problems in
each pile similar? (c) How does each group of problems or sort differ from each
other (again please indicate which set of problems you are referring to in your
explanation)? and (d) Which problems did you have difficulty with (if any) and
why? In other words, were any of the problems ambiguous or problematic? The
structured interview questions for the concept mapping tasks included the
following: (a) Why did you decide on this organization or structure for the concept
map? (b) Why are these concepts the most important? Were there any other concepts
that you were unsure about including in the concept map? Why? and (c) What do
you think are the most critical relationships in this concept map?

Procedure

The participant was mailed the materials (i.e., instructions, a background
guestionnaire, 12 index cards, a training package, a sheet for documenting problem
sorts, and an audiotape) after consenting to participate in the pilot study.
Instructions were provided for each task. First, the participant was instructed to fill
out the background questionnaire. Second, he was required to use the deck of index
cards (each numbered in the presentation sequence) to sort the problems based on
how they “best went together” (Mariné & Enscribe, 1994; Quilici & Mayer, 1996).
The participant was not required to actually solve the problems but to categorize
them in the most important way(s) that he thought they were similar. A
documentation sheet was provided for reporting the problem sorts. Structured
interview questions and an audiotape were provided for obtaining and recording
the participant’s explanations of his problem sorts. Third, the participant was
instructed to identify the number of different ways he expected introductory
statistics students to sort the same problems. He was then asked to rank order these
student groupings in terms of relevance to the task or level of sophistication. The
possible student sorts and their ranking were reported on the documentation sheet
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and the participant’s responses to structured interview questions regarding these
alternative sorts recorded on audiotape.

Fourth, the participant was given some experience in concept mapping prior to
constructing his own map of statistics in the form of a 45- to 50-minute training
package. He was instructed to commence the concept map task once he felt
comfortable with the process. Concept maps could be drawn using paper and pencil
or a computer. The first concept mapping task involved constructing a map that
identifies the main concepts in introductory statistics (descriptive and inferential)
and shows how each of the concepts are related to one another. The importance of
drawing a map that reflects how one thinks the domain is organized was
emphasized. The participant was instructed to turn on the tape recorder and to
respond to the structured interview questions upon completion of the concept map.
The participant was also required to draw a second map, but this time focusing on
inferential statistics only. He was informed to bypass this second task if the first
concept map he constructed included all the concepts and relationships that he
considered critical to inferential statistics. However, if the participant did not go into
any detail regarding inferential statistics on the first map, then he was asked to
produce a second concept map that did. Upon completion of this concept map, the
participant was once again required to turn on the tape recorder and to respond to
the same questions that were presented in the first concept mapping task.

The participant began with the problem sorting tasks and finished with the
concept mapping tasks. Task order was not counterbalanced because such
differences were not expected with experts. More specifically, the concept mapping
task was not expected to influence the expert’s performance on the problem sorting
task, since experts’ knowledge is sufficiently structured and integrated so that an
advanced organizer is unnecessary for successful performance. In contrast, such
cues would be expected to result in task differences for students who, as novices,
would benefit from starting with a concept mapping task where the resulting map
could be used as a reference point for performing the problem sorting task.

Results

The audio data were transcribed and segmented according to the participant’s
explanation for each sort or feature of the concept maps. In the case of problem sorts,
the verbal data was segmented based on the explanation for each problem sort or
pile of problems, regardless of the number of problems grouped together in each
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pile. In other words, five sorts yielded at least five explanations or segments of data.
Note that we use the qualifier “at least” here to indicate that additional explanations
are possible, particularly if the participant changes his mind about where certain
problems belong and/or if he summarizes his explanations at the end. In the case of
concept maps, the verbal explanations were segmented based on how the
participant compartmentalized his description and explanation of the concept maps.
Since the participant divided his explanations of the maps by the number of
columns appearing in the representations, the verbal data were segmented
according to these columns. In other words, five columns yielded at least five
segments of verbal data. Given that this is a case study of one participant, the data
were examined qualitatively. Consequently, the results are presented descriptively.
We first present the results pertaining to the problem sorts followed by the concept
maps produced by the participant.

Problem Sorts

In this section, we describe the participant’s performance on the problem
sorting task along with his explanations for the sorts. We then describe the various
levels of sorting performance he expected of undergraduate students taking
introductory statistics.

Expert performance. The inferential statistics problems were manipulated to be
categorized in a certain way, namely, by type of statistical analysis. That is, all
problems requiring an F-test were intended to go together, all chi-square problems
were designed to go together, etc. Table 1 demonstrates that the participant did not
sort the problems in the intended manner. One difference between the intended and
expert sorts is the total number of groupings produced and the number of problems
comprising each sort. Problems were designed to be sorted in four ways, resulting in

Table 1

Intended Problem Sorts vs. Expert Sorts

# of sorts Intended sorts Initial expert sorts Final expert sorts
Sort1 2,57 2,59 2

Sort 2 1,10, 12 6, 12 6, 12

Sort 3 3,4,9 4 4

Sort 4 6,8,11 3,8,10 3,58,910
Sort5 1,711 1,711
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four different groups consisting of three problems each. In contrast, the participant
sorted problems into five piles with a different number of problems in each sort.
Note that the number of problems in each sort was closer to the expected three in the
participant’s initial grouping (i.e., initial expert sort column) than in his final sort
(i.e., final expert sorts column) in which the number of problems in each sort varied
from one to five as a result of removing two problems from one sort (i.e., sort 1) and
adding them to another already comprising of three problems (i.e., sort 4). The
second difference is that the actual problems designed to belong to specific
categories were not sorted in the same way by the expert. Initially, only two of the
12 problems (17%, problems 2 and 5 in sort 1) designed to be in the same category
were sorted together. However, none of the problems were grouped together as
expected in the final sort (0%).

The source of these differences lies in the rationale for why the problems were
designed to be in the same category and in the participant’s explanation of his sorts.
The problems were designed to vary by type of statistical analysis required to solve
the problems. Four types of analyses were represented in the problems: t-test, chi-
square, f-test, and correlation. Possible features of the problems that may facilitate
deciding which analysis is appropriate for a particular problem are the purpose of
analysis (i.e., to examine a difference or a relationship), data type (i.e., measurement
or categorical), and number of groups or variables (i.e., two or multiple). Table 2
displays how these features are associated with each type of statistical analysis (see
the second column labeled “Intended sorts”). The expectation was that experts
would sort the problems based on statistical analysis. However, the participant’s
verbal explanation for his sorts indicated that he was primarily concerned with the
kinds of threats that the problems presented to the validity of inference that could be
made for each analysis. The type of analysis that would be appropriate for each
problem was a secondary concern. His approach to the task was to first sort the
problems based on whether or not the problems involved experimental or
undermine a regression analysis of each of the variables... Time series is data that is
observational data. Then he sorted the observational problems (he identified only
one problem as being experimental) based on where the data came from and where
he expected threats to validity of inference.
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Table 2

Intended vs. Expert Reasons for Categorizing Problems

# of sorts Intended sorts Initial expert sorts Final expert sorts
Sort 1 t-test: difference/2 Observational data/f-test f-test (ANOVA)/
groups/measurement data (ANOVA) observational data
Sort 2 Chi-square: relationship/ 2 Observational data/ Observational data/
variables/categorical data Spatial data (potential Spatial data (potential
problem in analysis) problem in analysis)
(different analyses) (different analyses)
Sort 3 f-test: difference/multiple Experimental data/F-test Experimental data/F-test
groups/measurement data (one-way ANOVA) (one-way ANOVA)
Sort 4 Correlation: relationship/2 Observational data/Time Observational data/Time
variables/measurement series series
data (details of analysis differ) (details of analysis differ)
Sort 5 Observational Observational

data/Survey data
(different analyses)

data/Survey data
(different analyses)

As shown in Table 2, problems involving observational data were grouped

according to three threats to validity that could possibly undermine a statistical

analysis: spatial dependence between observations (i.e., sort 2), time dependence

between variables (i.e., sort 4), and threats to validity (e.g., convenience sample)

specifically related to survey sampling (i.e., sort 5). By spatial dependence, the
participant meant the following:

“The idea in each case is that the observation in one location might be somehow related
to observations in another location and this complicates a careful analysis. For example,
New York and New Jersey [problem 6] might be more similar than you would expect if
they were actually independent observations or something like that. Ah, and certainly
more similar than New Jersey and Kansas. This kind of spatial dependence between
observations that are close together spatially would potentially create a problem in the
analysis.”

Time dependence was explained as the following: “In problem 8 you have a

dependence from one year to the next. So there’s time series dependence that can

collected over time.” Finally, the main threat to inferences made based on survey

sampling was use of a convenience sample, which can limit generalization.
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It is especially noteworthy that the participant did consider the type of analysis
that would be required for each problem. However, his overarching criterion
consisted of the threats that might undermine the validity of the inferences made
from the analyses. The participant was quite explicit about the fact that the problems
in these sorts required different analyses and at times even identified the type of
statistic required. When problems are regrouped according to the type of statistical
analysis suggested by the participant, and threats to validity and the
observational/experimental distinction are disregarded, we see that the participant’s
performance was more consistent to the expected performance based on the design
of the problems than when only the problem sorts were examined (i.e., without the
explanations).

Table 3 presents a regrouping of the problems based on the participant’s
identification of appropriate statistical analyses, which may be undermined by
specific validity threats. Unfortunately, the participant did not identify an analysis
for problem 3, merely indicating that it involves a comparison. He also indicated
that problem 10 reflected an interest in “outcome” a term usually identified with chi-
square and thus labeled as such. According to this table, five of the twelve problems
were correctly identified as requiring the same analysis (42%), assuming of course,
that there is nothing misleading about the problems themselves. It is important to
note that many statisticians now use ANOVA or F-test instead of a t-test. Moreover,
it seems that the participant may have subsumed the t-test within ANOVA models,
which he identifies as a main form of analysis in his last concept map (as will be
seen later). Taking this possibility into account, the consistency between the
participant and designed sorts increases to eight of twelve problems (67%). Finally,
regression and correlation are not that different in that they are in the same family of
analyses, but serve different functions. It is interesting that the participant identified

Table 3
Regrouping of Problems Based on Type of Statistical Analysis Only

# of Sorts Intended Sort Final Expert Sort
Sort 1 t-test: 2,5,7 Logistic regression: 7
Sort 2 Chi-square: 1, 10, 12 Chi-square: 1, 10, 12
Sort 3 f-test: 3,4, 9 f-test: 2,4,5,9

Sort 4 Correlation: 6, 8, 11 Regression: 6, 8, 11
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all correlation problems as requiring a regression analysis. His representation of
inferential statistics in terms of analysis selection suggests that he may have viewed
correlation as belonging to the category “regression models.” If this is indeed the
case, then the participant was 92% consistent with the expected or ideal sort (taking
into consideration that t-test and ANOVA may not be distinguished).

Expected student performance. The participant produced three sorts that he
thought students might produce and ranked them from least sophisticated to most
sophisticated. The least sophisticated method he expected students to group the
problems was to sort based on superficial features. Specifically, he expected
problems to be sorted into four groups, each having to do with one the following
features: professor, government, weather, and survey. The participant explained
that this kind of sort is good in the sense that “attention is paid to the theory of
application of the problem although even that’s pretty superficial here since the
difference between the government problems and the survey problems maybe isn’t
that great in terms of application.” He felt application was important in data
analysis. Nonetheless, the sort was seen as superficial and not particularly
sophisticated because it did not provide any guidance about how to analyze
problems and do the statistics.

A sort at a higher level of sophistication consisted of producing two piles: one
for experimental data (one problem) and the second for observational data (11
problems). The participant thought that this sort was more sophisticated than the
previous one because thinking about data in this way cues to possible threats to the
validity of the analysis. However, it is not the most sophisticated because it is not
informative of the kind of analysis that is needed. The most sophisticated sort the
participant expected students to produce involved identifying the independent and
dependent variables and deciding whether they are discrete (i.e., categorical) or
continuous (i.e., measurement). He indicated that he and his colleagues hope that
their students can think about these features after a semester of statistics. He
explained that this kind of approach to sorting problems was useful because it
“immediately suggests both the EDA [Exploratory Data Analysis] techniques [such
as graphs] and more formal analytic techniques that can be used to analyze data.”
For example, if the independent variable is discrete and the dependent variable is
continuous then the graph to use is a box plot and the analysis to perform is analysis
of variance. The participant produced four sorts of problems reflecting the
combinations of discrete and continuous variables: (a) continuous
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independent/continuous dependent, (b) discrete independent/continuous
dependent, (c) continuous independent/discrete dependent, and (d) discrete
independent/discrete dependent. A fifth pile consisting of one problem was
produced because the participant felt that it did not fit well with the above
categories.

At the end of the task, however, the participant suggested a fourth sort that
combined features of the second and third proposed sorts. This fourth sort involves
categorizing the problems based on whether they involve categorical or continuous
data for each of the variables, which suggests the graphical and analytic techniques,
and then deciding whether the data are experimental or observational, which
suggests various threats to the validity of the analysis. According to the participant,
these two sets of features provide the most information about how to proceed with
any given problem. It can therefore be classified as the most sophisticated. Table 4
summarizes these four approaches to sorting statistics problems.

Concept Maps

The participant constructed three concept maps. The first map represented his
understanding of introductory statistics and displayed the general concepts in the
domain (see Figure 1). The second concept map elaborated on inferential statistics
(see Figure 2) and the third map elaborated on one aspect of inferential statistics,
namely, types of statistical analysis (see Figure 3). These last two concept maps are
particularly important for understanding the participant’s representation of
inferential statistics on the problem sorting task. Although the participant was given
instruction on how to construct concept maps, he felt he could best represent
statistics by constructing a horizontal organization with columns of concepts that are
equivalent (i.e., occur at similar stages of problem solving). He called the maps “a
cross between a concept map and a flow chart” and indicates how one should
proceed in solving statistical problems. Figure 1 illustrates the participant’s overall
or general concept map.

The participant organized the representation around five sets of concepts,
which were organized and discussed in terms of columns. The structure of the
representation can be thought of as hierarchical if the first set of concepts shown in
the first column (i.e., problem and data) are treated as the broad concepts and
concepts in the second column (i.e., background story, questions, variables, and data
collection design) are subsumed under the two general concepts. The columns in the

18



*)

Interpretations,
Speculations,

New Questions,

Background moderates
. Story
Variables’ Roles:
* Independent (X)
contextnalizes * Depen.dent )
* Covariate/Blocking/Ftc. %
* Irrelevant %@
*
/ Btc. Descriptive,
0
of Question(s) deer™ Exploratory,
001\‘51‘5"5 o and Formal v
gl Procedures Q&
| Problem ¢ - < e%.
4 41 - . g &
s 8. LA Variables’ Types: 3
g Q! Q‘Dz 3 . , .| generate Conclusions,
constists &g A * Categorical/Discrete
of 'L * Quantitative/Continuous Future Work
* Titme p——. ’
. * Space timates, /‘7 ‘
Variables have features . P Inferences, «o® | Etc.
/ﬂi’ e d 0¥
00“ - an
Measures of
Data 4 ‘i contextualizes Uncertainty
G
&
e%& Data Collection ™
Design, e.g.: moderates
* # of rows moderates
* 3 of columns
* Exper. vs. Observ. Study
* Survey ' moderates
* Ete. Etc.
generate

Figure 1. Participant’s overall concept map.

19

{*) The "Background Story™ and "Data Collection Design” are somewhat more closely related than the figure indicates.




(*)

snpgest
Question{s) £8
— E:i) \ Report Selection
. nalysis
l determine . Selecytion sngpest - * Interval Estimate?
/M * Hypothesis Test?
Variables' Roles * Graphical.fNumcric
Summaries?
suggests * Eic.
Internal Model Validity ! organizes
:Mmflel Fit . Moderapes —
. , Residual Analysis Estimates,
Variables’ Types * Dutlier Exploration Inferences
* Etc. and
Measures of
Uncertainty
* o)
Data Collection ¢ :

DESign %&

External Model Validity
{Assamptions plausible?)

5o

(*) These boxes elaborate "Descriptive, Exploratory and Forward Procedures.

(**) See next page for a partial elaboration of "Analysis Selection”

Figure 2. Participant’s concept map for inferential statistics.

20



"‘Figure 3. Participant’s concept map for statistical analysis.
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Table 4

Problem Sorts Expected of Students at VVarious Level of Sophistication

Level of sophistication Reason for categorization

Least sophisticated: 1 Superficial features: cover story

Relatively sophisticated: 2 Identifying whether data is experimental or observational
Highly sophisticated: 3 Identifying the variable (i.e., independent, dependent) and

deciding which is discrete (i.e., categorical) and which is
continuous (i.e., measurement)

Most sophisticated: 4 Identifying whether data is experimental or observational and
Identifying the variable (i.e., independent, dependent) and
deciding which is discrete (i.e., categorical) and which is
continuous (i.e., measurement)

representation can be thought of as levels within the hierarchy. The fact that the
participant chose to represent the domain partly as a flowchart and that it began
with the concepts “problem” and “data” illustrate a research methods or problem
solving approach to statistics. According to the participant, problem and data are the
basic concepts in statistics and starting point in statistical problem solving. One
begins with a verbal description and some information about the data that could be
collected. These concepts are related to a background story, question(s), variables,
and data collection design. The variables provide referents to the variable roles and
have the feature variables types. Notice that the participant’s categorization of
problems on the previous task focused on the data collection design and variable
types. Specifically, he emphasized whether the design was for an experimental or an
observational study and whether the variables were constrained by time series or
spatial dependencies. This constraint is represented by the “moderates” relationship
depicted in the arrows going from the data collection design to the remaining
concepts on the right hand side of the representation. The participant explains the
relationship “moderates” as the following:

“What | mean by moderate is that by referring back to the data collection design one
either has greater or lesser confidence in one’s selection of a procedure and greater or
lesser confidence or somehow one gains some qualification about the estimates,
inferences, and measures of uncertainty that were generated from the analysis, from the
procedures.”
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Another interesting feature of the representation is that the interpretations,
conclusions, speculations etc. need to be translated back into the nonstatistical
language of the problem (e.g., science, educational). As such, there is a link back to
“background story” and to the concept “problem” to represent the cycle of
discovery. And so the cycle continues. According to the participant, he would be
pleased if first year students could understand statistics in the manner represented
in Figure 1.

Figure 2 illustrates the participant’s elaboration of the general concept map by
concentrating on inferential statistics. Two comments are needed at this point to
explain how this second concept map relates to the first representation. First, the
concepts in the first column of the inferential statistics representation combine
concepts depicted in the second and third columns of the general concept map. That
is, the concepts “variable roles” and “variable types” in the third column of the
general map are actually an expansion of the concept “variable” which appears in
the second column of that representation. In the subsequent representation, which
focuses on inferential statistics, the participant moved the two expanded variable
concepts into the same column (i.e., in the first column of the inferential statistics
map which is the equivalent of the second column in the general statistics
representation). Second, the concepts shown in the second column of the inferential
statistics map actually unpack or elaborate on the concept “descriptive, exploratory,
and formal procedures,” which is depicted in the fourth column of the general map.

According to the participant, five major concepts comprise the essence of
inferential statistics: analysis selection, internal model validity, external model
validity, report selection, and estimates, inferences, and measures of uncertainty.
These are of course, related to four overarching concepts that he felt are involved in
all aspects of statistics, that is, question(s), variables’ roles, variables’ types, and data
collection design. Two aspects of this representation are interesting. First, the
participant’s constant concern with validity is evident in his explicit representation
of two additional validity concepts, namely, internal model validity and external
model validity. Second, the participant’s view of statistics as a problem solving
approach is again reflected in the concept “report selection,” which does not appear
to be a common explicit consideration in most statistics courses. The participant
concludes his description of the inferential statistics representation by saying that he
“would just be thrilled if statistics students actually understood that this was what
was underlying a lot of what we do.” He did not want to focus on the technical
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nature of inferential statistics because his view of statistics, as shown in his
representations, is conceptual and this is the learning outcome he hopes his students
can attain.

In his third representation (see Figure 3), the participant elaborated on the
“analysis selection” concept shown in the second column of the inferential statistics
map. Surprisingly, he chose to represent this aspect of statistics as a two by two
table. Again, the participant is interested in the “big picture” rather than in the
technical details. He felt that students too often get lost in the detail because the
technical aspects of the discipline dominate the concepts when they should be
secondary to the big picture. This representation also illustrates the concepts that
need to be considered in making decisions about the types of analyses that may be
appropriate for given problems. This representation is meant to show how one goes
from the concepts to the procedures, hence the contingency table representing
analysis decisions. Notice that the main concepts involved in this type of decision
making consist of variable types (i.e., categorical/discrete and
guantitative/continuous), variable roles (i.e., independent X and dependent Y), and
analysis selection. The analyses identified are both formal (e.g., chi-square) and
informal (e.g., histogram). Surprisingly, correlation was not identified as a possible
analysis for the guantitative/quantitative quadrant of the representation, which
suggests that the participant may have grouped this type of analysis under
“regression models” or “other scatterplot smoothing models.”

Discussion

The current assessment challenge is to build assessments based on empirical
and theoretical knowledge of learning and cognition. A cognitive proficiency that
has received relatively little attention in statistics classrooms is the nature of
students’ representations of problems and representations of content. A problem
representation is an instantiation of an individual’s representation of content in that
it reflects a particular kind of knowledge in use, usually a specific set of concepts in
the discipline. A small number of researchers are exploring students’ representations
of statistics problems (e.g., Lavigne & Glaser, 2001; Quilici & Mayer, 1996; Quilici &
Mayer, 2002) and assessing the validity of concept maps as measures of
representation or connected understanding (e.g., Schau & Mattern, 1997; Schau et al.,
2001). However, instructors rarely provide learners with opportunities to perform
these representation tasks in the classroom.
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In this paper, we focused on two assessments that are specifically designed to
assess different but related aspects of an expert’s knowledge representation in
statistics: (a) problem sorts which measure how individuals represent a specific
aspect of their knowledge in the context of word problems (i.e., representation of
inferential statistics problems) and (b) concept maps which measure how
individuals represent their knowledge of the discipline as a whole (i.e.,
representation of the domain of statistics, which includes descriptive and inferential
statistics). We were especially interested in exploring the following questions: (a)
would the inferential statistics problems be sorted in the expected manner based on
how the problems were designed (e.g., all the F-test problems sorted together)? (b)
would the expert concentrate on the same problem features as did the designers of
the problems? (c) would the expert’s representation on the problem sorts be
consistent with his representation of statistics as depicted in the concept maps? and
(d) what would different levels of expected student performance on the problem
sorting task look like?

In response to the first two questions, the data suggest that the problem sorting
task was a useful measure of representation when it was supplemented with an
individual’s explanations for his or her sorts. Simply focusing on whether problems
designed to be in the same category were sorted together was misleading and
underestimated the expert’s representation. For example, the expert did not sort the
problems in a way that was directly related to the problem solution, that is, type of
statistical analysis. However, the expert’s explanations for his sorts revealed that he
focused on different problem features than had the problem designers. The expert
sorted on the basis of the data collection design, specifically whether the study was
designed to be experimental or observational, and on potential threats to the validity
of inference from an analysis, namely, time series or spatial dependency. These
threats were seen as primary and the analyses secondary. In contrast, the problems
were designed such that the analyses were primary, with particular attention paid to
the following features: purpose of analysis (difference or relationship), data type
(categorical or measurement), and number of variables or groups (two or multiple).
Thus, the designers and expert focused on completely different features, but all were
relevant to solving the problems and were highly sophisticated. Moreover, the
expert did consider which type of analysis would be appropriate for most problems
in each group and when these responses were taken into account, the expert was
found to select the appropriate analyses for most of the problems. This observation
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suggests that explanations must accompany problem sorts in order to obtain a valid
assessment of problem representations on the task and is consistent with previous
research (Lavigne & Glaser, 2001).

The concept map measure was included in the study in order to more directly
assess the expert’s representation of statistics as a whole and of inferential statistics
more specifically, which was the content addressed on the problem sorting task. The
expert’s concept maps were remarkably consistent with his representation of
inferential statistics on the problem sorting task. However, the manner in which this
knowledge was structured was only revealed by the concept map and provided a
“big picture” of how he conceptualized the domain of statistics. In this sense, the
concept map measure can assist in the interpretation of performance on the problem
sorting task and provides a comprehensive picture of an individual’s knowledge
representation and how it is applied on problems. A concern with threats to validity
was evident on both the problem sorting and concept mapping tasks. However, this
concern was more pronounced on the problem sorting task as it guided
performance, whereas concepts related to this threat (i.e., spatial and time
dependency) were subsumed under the “variable type” concept in the concept map,
its’ prominence lessened. It therefore appears that use of both measures can be
mutually informative, with the concept map providing a broader picture and the
problem sorts illustrating how certain concepts become salient when applied to
different contexts.

Finally, asking the expert to estimate how introductory students would sort the
problems and to classify the expected responses in terms of level of sophistication is
particularly informative for developing scoring rubrics to assess student
representations on the same task. The expert produced four levels of performance he
deemed acceptable ranging from least sophisticated to most sophisticated. One of
these levels (i.e., relatively sophisticated) reflected one feature the expert focused on
in his sort, namely, on whether the study had an experimental or observational
design. Sorting in this manner was considered somewhat sophisticated because it
paid attention to possible threats to validity of inference. Interestingly, the expert
explained that a sort that was also based on the variable role (i.e., independent and
dependent) and type (categorical and measurement) was important for determining
the type of analysis and thus reflected a sophisticated sort. However, he himself
never referred to these concepts in explaining which analyses could be performed
for each problem. He simply indicated the analysis without articulating his
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reasoning why that particular analysis was appropriate. This observation is in line
with the expertise literature demonstrating that experts’ tacit knowledge is often not
articulated.

In conclusion, this case study suggests that multiple measures should seriously
be considered when the goal is to obtain a valid assessment of individual’s
representation. Additional data gathered from multiple experts can certainly
facilitate and validate the content of the assessment as well the development of
scoring rubrics for examining representations.
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APPENDIX A

STATISTICS PROBLEMS FOR SORTING TASK

Structural
features

Surface features (cover story)

Inferential test

Education

Weather

Politics

t-test

Chi-square

A professor is teaching two
sections of the same class.
One section meets on
Mondays and Wednesdays,
the other on Tuesdays and
Thursdays. The professor
gave the same test to both
sections and wants to know
whether students in the
two sections performed
differently. The test was
worth a total of 100 points.
Problem 2

A school superintendent
suspects that high school
students’ intended college
major varies by gender. To
find out, a short
guestionnaire is distributed
asking male and female
senior students in the
district whether they plan
to major in the sciences or
arts when they apply to
college. Problem 1

Weather reporters in the
Pittsburgh area often give
temperature readings that
are based at two locations:
the airport and the
downtown core. A
journalist wanted to find
out whether temperatures
reported from the two
locations varied.
Temperature readings from
both sites were recorded for
one year. Problem 5

A weather analyst thought
that there was a difference
in the occurrence of
tornadoes and hurricanes
based on time of day. The
scientist used data from the
last 50 years that specified
the type of wind
phenomena and whether it
occurred in the a.m. (i.e.,
midnight to noon) or p.m.
(i.e., noon to midnight).
Problem 10

A political candidate wants
to know whether voters’
party affiliation (Democrat
vs. Republican) varies by
income level. The
candidate’s aide conducts a
survey asking people to
report their party affiliation
and their total annual
income Problem 7

The governor’s office wants
to know if the prevalence of
different kinds of crime
varies across different
regions of Pennsylvania. A
state official collects crime
reports from police stations
across Pennsylvania. Each
report is labeled with the
name of the reporting
police station and describes
either a personal or a
property crime.

Problem 12
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Statistics Problems For Sorting Task (Cont.)

Inferential
Test Education Weather Politics

f-test A professor wants to know A family plans to rent a The Federal
when it is most useful to cottage by the lake for their ~ Communications
give students “organizers” one-month summer Commission (FCC) has
that help structure math vacation. Given that the received complaints about
content. A group of 30 weather has been highly many phone companies.
students are split into 3 variable in the last 5 years, One recurring complaint is
groups of 10 each. The the parents want to know the increasing high costs of
“organizer” is provided which summer month service. Four companies
before learning new math tends to be consistently were assessed over a 2-year
content in Group 1 and warm. They examine the period to determine which
after learning content in temperatures during June, company’s cost (in dollars)
Group 2. Group 3 is not July, and August over the fluctuated less from month
given an “organizer”. All last five years to help them  to month. This company
groups are then given a decide when to go on was then recommended to
math test worth 25 points. vacation. Problem 3 customers. Problem 9
Problem 4

Correlation A professor teaching a class  After examining weather To receive additional

on creativity asks students
to answer a questionnaire
designed to measure
creative thinking on a scale
from 1-50. The professor
believes that watching T.V
stifles creativity. Students’
scores are recorded along
with the reported number
of hours of T.V they watch
per week. Problem 11

data for the last 50 years, a
meteorologist claims that
the annual precipitation
varies with average
temperature. For each of
the 50 years, the
meteorologist notes the
annual rainfall and average
temperature.  Problem 8

federal funds to the health
care budget, each state
must obtain a government
rating of the quality of its
health care offerings
(averaged across the state).
A congressional aide wants
to know whether the
amount of federal funds
allocated to each state
depends on the states’
health care ratings.
Problem 6
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