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INTRODUCTION

This paper reviews four inter-related qualities that are
essential for a sound competency testing program:
1. Content validity: Do the tests measure meaningful and sig-

nificant competencies? Do they clearly describe students'’
status with respect to those competencies?

2. Technical quality: Are the test items technically sound,
reliable, sensitive to instruction, and free from bias?

3. Standard setting procedures: Were reasonable procedures
used to establish minimum performance criteria? Are the
cut-off scores defensible?

4. Curricular validity: What is the relationship between the
competency tests, district curricula, and classroom instruc-
tion? To what extent are the test competencies reflected in
the instructional program?

These perspectives derive from commonly advanced principles of
criterion-referenced test construction, in general, and of competency
testing in particular. (See, for example, Berk, 1980; Hambleton,
1979; CSE, 1979.) They also reflect a particular view of what pur-
poses competency tests ought to serve and the nature of an optimal
assessment system. We make these views explicit before moving to the
test reviews.

We assume that competency tests ought to assess students' profi-
ciency with regard to clearly specified district goals and that the
results of such tests ought to be used to improve the quality of in-
struction for students and to facilitate student achievement. Test
results can identify individual student needs, on the one hand and, in
the aggregate across students, can be used to identify areas where
school or district programming requires strengthening. Instructional
efforts can then be targeted to areas of need, through tailored reme-
dial efforts and through more future oriented curriculum analysis and

improvement.



The idea is not that tests ought to drive district curriculum and
instruction, nor that teachers, strictly speaking, ought to “teach to
the test." Rather, both testing and instruction ocught to refiect sig-
nificant, agreed upon district competency goals. Tests should measure
important objectives, and classroom or other school instruction should
provide students an opportunity to attain those objectives, a view up-
held by recent court discussion in minimum competency test litigation.

(See Figure 1.)

Figure 1

Minimum Competency Test Model

District Competency
Goals and Objectives

District District Instruc-
Competency Tests tional Program
Test Results Instructional Implications
District, School Areas for District/School
Individual Instructional Effort
Individual Remediation
Needs

Figure 1 displays a formative evaluation model that systemati-
cally uses assessment information to support and facilitate program
improvement. The test reviews address the adequacy of the district's
efforts for implementing such a model as well as the integrity of the

tests for assessing competency. In terms of the model, the content



validity perspective looks at how well the district has defined compe-
tency goals and the extent to which the tests reflect those defini-
tions--the match between district objectives and test items. The

technical quality perspective examines the adequacy of the test as a

sound measurement instrument--the goodness of the test itself.

Standard setting procedures look at how the district has defined

acceptable performance--the standard for determining remedial needs.

Finally, curricular validity looks at how well the district's instruc-

tional program reflects its objectives and assessment efforts--the
match between tests and instruction. These perspectives, of course,
are quite inter-dependent; for example, content validity, or any other
kind of validity, is impossible without adequate technical quality.

Each of the review criteria are more fully defined in the sec-
tions which folow. We make explicit those areas where there is little
agreement among experts and where there are problems in available
methodologies; here, we offer our views of the best available
solutions.

CONTENT VALIBITY

Scores on competency tests are not ends in themselves; they are
of interest because they indicate students' proficiency with regard
to particular skills and/or content areas--those deemed necessary for
competence. Content validity asks whether a test score is meaningful
in this sense: whether the test measures what it claims to measure.
To the extent that student scores are representative of competence,
the tests are content valid. Such validity is not established statis-
tically, but rather is demonstrated by means of well documented,
rational, systematic, and logical judgments. The answers to several

questions are germane here:



1. To what extent do the assessed skills constitute competence?
For example, do the objectives measured on the reading test
fairly represent those needed for an individual to be compe-
tent?

2. Are the assessed skills adequately described? We can make
Judgments on how well a test measures particular skills only
insofar as we are clear on what the test is intended to mea-
sure. A clear description enables item writers to write good
items, teachers to teach the skills that are described, and
tells consumers of test results, including parents and stu-
dents, just what was tested; the test description thus gives
meaning to the test score.

3. To what extent do the test items match their descriptions?
The test descriptions above represent intentions in construc-
ting tests. Here we ask "Were the intentions carried out?”
1f the test items are adequately described by the test de-
scription, then we have a good idea of what is tested; if
not,]then the items measure something else, and the test is
invalid.

4. Does the item sampling scheme fairly represent the domain of
interest? Does the number of items included for each skill
reflect 1ts importance relative to the total set of tested
skills? Number 1 above asks whether the skills tested are a
reasonable definition in a particular area, e.g., reading.
Here we are interested in whether the total pool of items
represents skills in proportion to their importance for
competence.

We take each of these content valjdity issues in turn, describe
procedures for optimizing content validity, and suggest actions the
district may want to take.

Do the Skills Tested Constitute Competence?

There certainly is no sure and fast definition of competence.
The issue is fraught with philosophical and value judgments, methodo-
Jogical problems barring empirical validation and, not surprisingly,
subject to wide interpretation. Despite these problems, however, a
commonly accepted approach to defining competencies has evolved. This
approach features the consensus of community and school personnel and

subject area specialists. Typically, a conmittee is charged with the



responsibility for generating a list of skills to be assessed based on
input from teachers, administrators, parents, students, other interes-
ted citizenry, and extant curricula and textbooks. The most important
<kill areas are identified, again based on the input of all interested
parties. Lastly, the final selection of test content is validated by
surveying the opinions of teachers, parents, administrators, students,
subject area scholars, and community members about the comprehensive-
ness, representativeness, and relevance of the selected test content.

Are the Assessed Skills Adequately Described?

Clear descriptions of tested skills are essential for competency
testing and accountability. Optimally, content, format, response
mode, and sampling for each skill are described thoroughly enough so
that
on the testing side:

a. different test writers should produce equivalent test items

by following the instructions inherent in the description;

b. it is clear whether any test item, or set of items, falls

within or outside the test domain (CSE, 1979);
on the instruction side:

c. teachers can provide instruction and equivalent practice for

the skill domain;

d. it is clear whether or not instructional activities directly

address the domains of interest;
and on the fairness side:

e. the test expectations are clear to all.

Several approaches to test descriptions have been advanced.
Among them are item forms, amplified objectives, domain

specifications, and mapping sentences. Domain specifications,



{following the work of Popham, 1978, 1980; and Baker, 1374, among
others) seem to provide an optimal compromise between practicality and
technical sophistication.

Following this approach, domain specifications are created for
each objective or skill tested. The domain specification includes:

1. A general description of the skill to be assessed, e.g., the

instructional objective.
2. A sample item including directions for administration.

3. Content limits, i.e., a description of the content presented

to the students, and the critical features of the task to
which students respond, including, e.g., eligible
information, concepts and/or principles, structural
constraints (length, organization)}, and language constraints
(semantic and linguistic complexity).

4. Response limits, i.e., the nature of the required response.

For selected response items rules for generating correct and
incorrect alternatives are given; for constructed response
items, criteria are included for judging the adequacy of
students' responses.
Several sample domain specifications are provided in the appendix
as illustrations.

Do the Test Items Match Their Descriptions?

As noted above, the test descriptions portray a test maker's
intentions. It is still necessary to verify that the intentions were
carried out, and that the test items really measure the skills they
purport to measure. While evidence that the test items were generated

from the detailed test specifications is one step toward such



verification, independent confirmation from qualified judges is also
highly desirable. This confirmation process might also examine
whether there are extraneous factors in the test items that detract
from measurement validity--e.g., linguistic complexity, cultural bias,
vocabulary level, unclear directions, confusing format, etc.--and that
may confound a student's ability to demonstrate a particular skill.

Does the Item Sampling Scheme Proportionately Represent the Domain of

Interest?

This last aspect of content validity is a simple one, but it is
frequently overlooked. When judgments about a student's competency
are made on the basis of a singie test score, then decisions about the
number of items to include per skill objective should be based on the
relative importance of each objective; or alternatively student scores
should be weighted accordingly. For example, if you were to construct
a twenty-item test measuring four objectives of equal importance, you
would want to include five items for each objective. Alternatively,
if two of the objectives were judged twice as important as the remain-
ing ones, you might want to allocate your twenty items differently,
e.g., seven for each of the more important objectives and three each
for the remainder. Parenthetically, it should also be noted that the
reliability of an individual's score on a particular skill is a direct
function of the number of items in the skill objective. While no
absolute minimum number of items can be specified without knowing the
difficulty and variation of test item performance, it has been recom-
mended that reasonably accurate estimates of individual abilities are

obtained with a dozen or so items per skill objective.



TECHNICAL QUALITY

Authorities in the field agree that content validity and descrip-
tive rigor are essential for a good minimum competency test. However,
there is less agreement on the need for empirical (data based) valida-
tion of tests. CSE maintains the position that both types of validity
are inter-dependent and that both are necessary to assure test inte-
grity. Without empirical validation, a test that appears to be con-
ceptually sound may give measures that are not consistent, that are
insensitive to students’' competence levels, that are biased, and/or
that measure unintended skills and/or abilities. Indices of technical
quality help prevent such occurrences by signalling potential problems
in a number of areas:

1. Does the test provide consistent estimates of students' per-
formance?

2. 1s the test sensitive to school learning? Do the test items
differentiate between students who are competent and those
who are not?

3. Does the test measure a coherent skill?

4. Are the tests free from bias, or do they seem to discriminate
against particular subgroups?

Test statistics alone cannot either discredit or guarantee test vali-
dity, but they are useful for identifying items or subscales that need
further scrutiny.

Does the Test Provide Consistent Estimates of Student Performance?

A test is consistent if the difference in a student's score on
two occasions is due to a real change in achievement. If a student's
score changes as a result of poor directions, variations in testing
conditions, or other irrelevant factors, then the test's scores are
not consistent--and the test scores do not reflect real learning or

achievement.



Test-retest reliability and alternate forms reliability are two
indices of test consistency that are particularly important for mini-
mum competency tests. Test-retest reliability indicates whether, in
the absence of new learning, test scores are consistent over time.
That is, if a test is given on two occasions, and no relevant instruc-
tion or learning occurs in the interim, then students' skill levels
and their test scores should be the same. If, under these conditions,
test scores vary substantially, then the test does not provide a good
estimate of student skill proficiency.

Alternate forms reliability indicates the extent to which two or
more forms of a test give parallel information. If both provide simi-
lar estimates of students' performance, this constitutes evidence that
both tests are consistent and measure the same skill--the skill they
are supposed to measure.

Test-retest reliability and alternate forms reliability are
indices that developed out of classical, norm-referenced test methodo-
logies. In the context of minimum competency testing and pass-fail
decisions, consistency needs to be demonstrated for pass-fail judg-
ments: i.e., are pass or fail judgments consistent from one test occa-
sion to the next, and/or do two supposedly equivalent test forms yield
consistent pass or fail decisions? Although several methods have been
advanced for calculating these two reliability indices, proportion of
agreement seems the simplest and most straightforward computation.

A district may wish to administer its tests on two occasions,
e.g., in two or so weeks interval, and then compute the proportion of

agreement in pass-fail judgments, i.e., the proportion of students who

were similarly classified on both testing occasions (either pass-pass
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or fail-fail). Similarly, it would be useful to administer the "pre"
(fall) and "post" (spring) versions of the test simultaneously to a
sample of students and determine the extent to which the two forms
yield consistent pass or fail decisions. The district may also wish
to examine the consistency of pass-fail judgments for the specific
competencies measured by the test, particularly if the tests are
intended to function as diagnostic tools.

While the reported measurement quality indices presumably give
some indication of alternate forms reliability a district also may
wish to investigate test-retest reliability for the high school profi-
ciency tests.

Is the Test Sensitive to Learning and Competency?

Students' scores on a test may or may not refiect actual student
learning and may or may not accurately portray their competency with
respect to skills the test is intended to measure. A test which does
provide such an accurate portrayal is described as sensitive to the
phenomenon of interest--sensitive to school-learned basic compe-
tency--and scores from such tests provide a reasonable basis for
competency or non-competency judgménts. Naturally, evidence of such
sensitivity is important for establishing test validity.

Two aspects of sensitivity are implied above. First, are test
scores sensitive to what students learn in school and do they reflect
the positive effects of instruction? For example, do students who
have been instructed in the assessed skills outperform those who have
not been so instructed? While quality of instruction may affect the
answer, it is important to demonstrate that test content is teachable,

and that test scores indeed reflect school learning. Otherwise, the
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utility of test scores for school or individual accountability is
negligible.

A second aspect of sensitivity focuses on test accuracy in dif-
ferentiating between masters and non-masters, or between those who are
"competent" and those who need additional remediation. For example,
do those who are independently judged competent pass the test items
and those who are not so judged fail the items?

Similar item analyses can be conducted to investigate both as-
pects, although there is not yet consensus on how to prove a test's
sensitivity. While acknowledging that all available techniques suffer
from some technical problems, several easy to compute alternatives are
suggested below. These methods identify items that appear to be
insensitive and that therefore need additional review. This
additional review may uncover problems, e.g., ambiguous wording, poor
distractors, unfamiliar vocabulary, poor construction. If such
defects are discovered, items should be revised or discarded.
Alternatively, closer inspection may not reveal any defect, in which
case no revision is necessary. In other words, an item should not be
rejected solely on the basis of an item statistic, but only when both
the empirical analyses and substantive review indicate a problem.

To determine whether the tests are sensitive to school learning,
the district may wish to administer the same test at several grade
levels, and examine the extent to which students' scores improve with
instructional exposure. For example, one would expect students’
achievement to increase over time, especially from prior to post
instructional exposure. Pre-to-post instruction growth is evidence

that a test item is sensitive to school learning. Most simply, the



- 12 -

question is, do instructed students in high grades outperform those in
lower grades or do students' test scores increase from the beginning
to the end of the school year?

A parallel question addresses the issue of sensitivity to minimum
competency: do students who are clearly competent outperform students
who are clearly not competent? There are problems in independently
jdentifying students who fall into each category, and many schemes
have been used, e€.9., teacher judgments, school grades, other test
scores. However, demonstrating that test items and passing scores
differentiate between the competent and the non-competent is an impor-
tant validity issue.

Sensitivity indices indicate the extent to which test items
differentiate between criterion groups, between instructed and unin-
structed students, (either at different grade levels, or students at
the beginning of the school year versus the same students at the end
of the year) and/or between masters (competents) and non-masters {(not
competents).

Several easy to calculate statistics are based on item difficul-
ty--the proportion of students who answer an item correctly:

Item difficulties are computed separately for the two criterion

groups, and then compared to see whether there are differences in

the expected direction--e.g., the proportion of students who
answered an item correctly on the postest minus the proportion
who answered it correctly on the pretest. One would expect con-
siderably higher item difficulty values for the instructed or for
the “competent" groups.

Other, more sophisticated indices also have been developed, but

these cannot be calculated efficiently without a computer program.

Do the Tests Measure Coherent Skills?

Items on the competency tests are developed to assess specific
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competencies, and ideally there should be evidence that each of these
competencies represents a coherent skill. Some believe that such
coherence is demonstrated by measures of the extent to which all items
for a given skill function alike. For example, the more students'’
scores on one test item are similar to their scores on the other items
measuring the same skill, the greater the coherence of the measure.
Such information can supplement and help confirm content validity
judgments.

In practice, however, item coherence (or homogeneity} is often
unrealistic, because a variety of skills may define the content of an
instructional objective or competency. For example, a phonics compe-
tency might deal with a variety of categories of consonants {e.q.,
stops, 1iquids, nasals). While student performance might be uniform
within each category, it would not necessarily be consistent across
categories.

A district may wish to examine jtem homogeneity and consistency
within subscales to signal possible aberrant items and/or to help
verify item-test description match. Factor analyses of competencies
including at least ten items and appraisal of item difficulties within
subscales would also be useful so long as a full range of abilities
exists in the data being analyzed.

Are the Tests Free from Bias?

A test is biased for a given group (e.g. a particular ethnic or
language group) of students if it does not permit them to demonstrate
their skills as completely as it permits other groups to do so; and/or
taps different skills and/or abilities in different groups. For obvi-

ous reasons, bias has been a controversial issue in achievement test-
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ing. It is particularly significant in minimum competency testing
because of the potential consequences of such tests.

Bias can be apparent in a test in a number of ways, including
obvious presentation defects (e.g., items that disparage some groups,
that depict solely majority customs or activities that are stereoty-
pic, etc.), linguistic and semantic probiems, and socio-cultural and
contextual bias. A careful item review can minimize the more obvious
problems, but such analyses should be supplemented with statistical
procedures for detecting bias.

These statistical analyses are derived conceptually from the na-
ture of an unbiased test: one that measures the same skill or abili-
ty, and is equally reliable and sensitive for all groups. Evidence
that the patterns of performance are similar for all groups is one way
to document that a test is not biased. Demonstrating that technical
quality indices are similar for all groups--e.g., consistency, coher-
ence, sensitivity--is additional evidence that a test is relatively

free of bias.

STANDARD SETTING PROCEDURES

There is no simple answer to the problem of setting reasonabie
standards for competency tests. A variety of methods for setting pas-
sing scores have 5een advanced, but all have been criticized as at
least somewhat arbitrary, because all require human judgment. But im-
perfection does not obviate the need for decisions, and more reasoned
judgments tend to produce more reasoned and defensible decisions.

Most recent approaches to setting passing scores acknowledge the

need for multiple sources of information, and combine judgmental and
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empirical data. Many advocate input in the judgment process from a
broad cross-section of constituents. Several methods are described
below to illustrate the range of available alternatives.

Several principally judgmental methods require judges to examine
each item on a test and decide whether or not a minimally competent
student should be able to answer the item correctly--or some variation
of such an individual item rating. Passing scores are then computed
by averaging over judges the total number of correct responses that a
minimally competent student should be able to provide. Most recent
variants of this approach require the use of pilot-test data to help
assure that judges' ratings are realistic. For example, judges are
provided with item analyses from a district pilot test to help them
ascertain the difficulty of the item, and whether or not a minimally
competent person should be able to correctly answer the item. An
iterative process of rater judgments, resultant passing standards, and
the normative implications of those passing standards (e.g., the
percentage of high school students likely to fail) is then used to
arrive at a final decisfon. (See, for example, Jaeger, 1978.)

Another approach to setting standards asks raters to make judg-
ments about mastery levels of students rather than about test items.
Judges (most likely teachers) identify students as "competent,"
"{ncompetent," or "borderline" with respect to the subject domain
being tested. In the "borderline group" method, the students so iden-
tified are administered the test, and the median test score for this
group becomes the standard. Alternatively, in the contrasting groups
methods, the test is administered to students who are identified as

clearly competent and to those who are identified as clearly incompe-
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tent. Score distributions are plotted for the two groups, and the
point at which the two distributions intersect becomes the first esti-
mate of the standard. This estimate can then be adjusted up or down
to minimize different types of decision errors, i.e., misclassifying a
competent student as incompetent and vice versa.

This latter consideration is an important one, regardless of the
method used. Students' test scores, at best, provide only estimates
of their competence. Indices such as the standard error of measure-
ment provide some indication of the quality of the estimate, and/or
the potential error incorporated into the test scores. Passing scores
should not be set without some consideration of measurement errors and
1ikely classification errors.

CURRICULAR VALIDITY

When a local district sets competency standards, it is defining
the components of an adequate education, and is enjoining the respon-
sibility for providing such an education. That competency tests
assess skills and objectives that are actually taught in school is
essential to the logic and lTegality of any such program. If students
are not provided with the opportunity to learn the test content, and
if test content does not match what students are taught in classrooms,
then the system is senseless and unfair, a view affirmed in recent
U.S. court rulings in the Florida minimum competency litigation.

Curricular validity focuses attention on this very important
requirement of minimum competency testing programs: does the test mea-
sure skills and objectives that are fully covered in the district cur-
riculum? Does classroom instruction afford students reievant practice

in the assessed skills? While these questions appear simple and
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straightforward, a methodology for providing answers is only now
emerging, and a number of issues are yet to be resolved. For example,
how do you document classroom instruction to demonstrate that students
are actually exposed to the minimum competency objectives? How
similar must instructional activities and test content be to count as
a reasonable match? How much instruction and practice in the assessed
skills is sufficient to fulfill district responsibilities?

Formal attempts to deal directly with the problem of match have
developed along two different Tines: detailed curriculum analyses and
teacher-based estimations. Approaches to curriculum analyses have
generally involved comparisons between curriculum scope and sequence
charts and test descriptions of content covered. Typically these ana-
lyses have not included information on how much of the scope and
sequence was actually covered. They have also assumed that similar
content or topic labels mean the same thing, e.g., inferential compre-
hension means the same thing to both the test developer and the curri-
culum developer.

More recent work has started with a detailed taxonomy of objec-
tives in a subject domain. Curricular and test coverage are then
mapped on this taxonomy and the extent of overlap is ascertained.
Following this approach one would start with domain specifications, as
described earlier in this paper, and then examine test items and cur-
riculum materials to verify that the specified skills were indeed
assessed by the test and included in the curriculum. Such an approach
yields more precise estimates of curriculum coverage but is limited

in that it considers only the formal curriculum, not teacher presenta-

tions, nor teacher generated instructional activities nor differing
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rates of actual curriculum use. Having teachers indicate whether stu-
dents in their class have been exposed to the minimum material neces-
sary to pass each item has been one response to the problem, but the
credibility of estimation in the context of minimum competency testing
is probably suspect.

Providing supplementary instruction and appropriate practice
materials for each objective covered on the competency tests also in-
sures instructional opportunity for all, and is clearly a necessity
for remediation. Ideally these practice materials would be developed
from the same specifications that guided test development, and/or
could be selected from relevant portions of available curriculum
materials.

Clear articulation of competence across grade levels and a logi-
cal progression of skill development further supports students' oppor-
tunity to learn the assessed competencies. For example, do the read-
ing competencies at grade five and grade seven include the necessary
pre-requisites for the required high school reading proficiencies?

The judgment of subject area experts might provide evidence of a
reasonable sequence of skills, and thus reasonable notice and oppor-
tunity to learn.

A district ought to consider an analysis of the formal curriculum
--e.g., basic texts--to determine whether and where each assessed com-
petency is covered. Supplementary exercises could be developed or
located in other available materials to compensate for any gaps--and

to support remedial needs.
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Grade Level:

Subject:

Domain

Description:

Content

Distractor
Domain:

Format:

- 21 -

Sample Domain Specifications

Grade 3

Reading Comprehension

Students will select from among written alternatives the
stated main idea of a given short paragraph.

1.

For each item, student will be presented with a 4-5 sen-
tence expository paragraph. Each paragraph will have a
stated main idea and 3-4 supporting statements.

The main idea will be stated in either the first or the
last sentence of the paragraph. The main idea will
associate the subject of the paragraph (person, object,
action) with a general statement of action, or general
descriptive statement. E.g., "Smoking is dangerous to
your health," "Kenny worked hard to become a doctor,"
"There are many kinds of seals.”

Supporting statements will give details, examples, or
evidence supporting the main idea.

Paragraphs will be written at no higher than a third
grade reading level,

Students will select an answer from among four written
alternatives. Each alternative will be a complete
sentence.

The correct answer will consist of a paraphrase of the
stated main idea. Paraphrased sentences may be accom-
plished by employing synonyms and/or by changing the
word order.

Distractors will be constructed from the following:

a. One distractor will be a paraphrase of one supporting
statement given in the paragraph (e.g., alternative
"a" in the sample item}.

b. One - two distractors will be generalizations that
can be drawn from two of the supporting statements,
but do not include the entire main idea (e.g., alter-
native "d" in the sample item).

c. One distractor may be a statement about the subject
of the paragraph that is maore general than the main
idea {e.g., alternative "b" in the sample item).

fach question will be multiple choice with four
possible responses.
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Directions: Read each paragraph. Circle the letter that tells the main

idea.
Sample Indians had many kinds of homes. Plains Indians lived
Item: in tepees which were made from skins. The Hopi Indians used

bushes to make round houses, called hogans. The Mohawks made
longhouses out of wood. Some Northeast Indians built smaller
wooden cabins.

What is the main idea of this story?

a. Some Indians used skins to make houses.

b. There were different Indian tribes.

*c. Indians built different types of houses.

d. Indian houses were made of wood.



Grade Level:

Subject:

Domain

Content
Limits:

Distractor
Domain:
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Grade 8

Introduction to Algebra

Using basic operations and laws governing open sentences,
Description: solve equations with one unknown quantity.

1.

Stimuli include a number sentence with one unknown
quantity, represented by a lower case letter in italics,
and array of four solution sets or single answers, only
one of which is correct.

Number sentences may be statements of equalties or
inequalities.

The number sentences may require simplifying before
solving by combining like terms or carrying out
operations indicated (e.g., by parentheses).

Number sentences will have no more than five terms.
Fractions may be used but not decimal fractions and non-
decimal fractions in the same expression. Exponents
(powers) may appear in the expression only if they can-
cel out and need not be solved or modified.

Solution sets for equations and inequalities will be
drawn from the set of rational numbers {+). The null
set (/) may be used as a correct solution set.

Factoring may be a requisite operation for solving the
equation.

Application of the distributive property of multiplica-
tion and the use of reciprocal values may be requisite
operations for solving the equation.

Distractors may be drawn from the set of wrong answers
resuiting from errors invoiving any one of the following
operations:

a. combining terms

b. transformations that produce equivalent equations
(e.g.,transferring terms using the principle of
reciprocal values)

c. distributing multiplication, with positive or
negative numbers (e.g., across parentheses)

d. carrying out basic operations using brackets or
parentheses

Distractors may also be drawn from the set of wrong
answers due to incomplete solution sets.
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3. Distractors may not reflect errors due to wild guessing,
calculations involving negative numbers, errors in basic
operations.

4. "None of the above" is not an accepatable alternative.

Multiple choice; five alternatives.

Solve the equation. Then select the correct answer or
solution set from the choices given.

(see directions)

1. 8r+2=2n+38 n=2
a} n=3
*h) n=6
¢c) n=4
dy n=5
e) n=17.6
2. 16x <32; x=2?
48
[0,1,2]
2
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Grade 9
English Punctuation

Correctly punctuating given paragraphs adapted from a
standard eighth grade text of a practical/informative nature.

The student will be presented with one paragraph in which all
the correct punctuation marks have been omitted, except for
apostrophes in contractions (1'11), and possessives (Jane's),
dashes, and semi-colons.

For each question, students will be asked to choose all the
correct punctuation marks which must be added in a given sen-
tence to make it correct. Punctuation marks to be indenti-
fied and added may include:

a. periods at the end of a declarative or imperative sen-
tence, after an abbreviation, or an initial

b. question marks following an interrogative sentence

c. exciamation point after exclamatory sentences or
interjections

d. colon after the salutation in a business letter, or to
separate minutes and hours in expressions of time, and
to show that a series of things or events follows

e. quotation marks enclosing a quotation or a fragment of
jt, enclosing the title of a story or poem which is part
of a larger book.

f. comma in a date or address; to set off such words as
"ves" at the beginning of a sentence; to set off names
of persons or words (phrases) in apposition; to separate
words in a series, direct quotations, parallel adjec-
tives, parenthetical phrases; after the salutation and
closing in a friendly letter; to separate a dependent
clause and independent clause in a complex sentence.

The alternate responses to the questions may include:

a. omission of punctuation mark(s) within a given sentence
which should be included, or

b. inclusion of a punctuation mark or marks not necessary
or correct in the given sentence
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The directions will be given: "Choose the letter which
contains all the necessary punctuation marks in the given
sentence which will make the sentence correct.”

Each question will be multiple choice, with four possible
responses.

1. If she starts to sing I'11 crack up 2. It is funny how
it hurts to hold back a laugh 3. I was sitting in the
auditorium at 10:00 am and we were having a singing rehearsal
for graduation 4. Sit up Get off those shoulders Think tall
Sing tall Sing like this said Ms Small 5. I knew that if she
was going to tweet like a bird again I would laugh 6. But I
could not laugh because Ms Small would kick me out of the
auditorium and that meant Felson's office--and no graduation
7. La 1a la--sing children Sing with your hearts said Ms
Small 8. I couldn't hold it 9. She was so funny 1 almost
rolled off the auditorium seat 10. The other students didn't
laugh but me I sounded 1ike Santa Claus 11. It became quiet
for a second 12. What are you doing Joe I know it is you
Present yourself to Mr Felson at once that voice said 13. Ms
Small is a foot shorter than a tall Coke but she has the bark
of a hungry hound dog

1. The first sentence should be written:

a. If she starts to sing again I'11 crack up.

b. If she, starts to sing again, I'11 crack up
x ¢. If she starts to sing again, I'11 crack up.

d. If she starts, to sing again, I'11 crack up.



