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Our purpose in this report is to present and discuss competing accountability approaches, or models, designed to systematically indicate how a school’s students are performing academically. Within the framework of the current federally mandated accountability legislation, increased interest in models measuring school performance has caused educational policymakers to consider several key issues. These issues include whether results from different accountability models yield different inferences about a school’s performance; what assumptions underlie each of the models; how different models are implemented; and ultimately which model is best suited for a particular context.

We address these issues by building a framework for accountability models and then explicitly comparing and contrasting these competing models. In order to accomplish this, we first need to examine two distinct pieces of the larger puzzle. With the first piece, we briefly summarize previous research on school performance. This is done in order to ground all of the accountability models and provide some reference for considering how an accountability model might be constructed. With the second piece, we present building blocks for accountability models. These building blocks include a) important properties of assessments, b) test metrics, c) ways of summarizing student achievement, and d) monitoring achievement growth over time; all of which need to be considered before they are incorporated into an accountability model.

Once we have the foundation and building blocks in place we can examine the continuum of accountability models, each of which results in a performance indicator. We consider the choice of model as lying on a continuum because accountability models range from simple calculations on the one end to complex statistical models on the other. At the upper end of the spectrum is a set of accountability models known as value-added models (VAM), which we compare separately. We also compare inferences based on one of these VAMs against inferences based on current federally mandated accountability models.
Examining competing accountability models and linking them back to the foundations and building blocks leads to both theoretical and practical implications that are central in considering which model is most appropriate for a given (physical and political) context. One fundamental concern is whether the accountability model can accurately capture the academic progress of under-privileged students (e.g., low socioeconomic status [SES]) and, by extension, under-privileged schools. Further, questions arise as to whether these students and schools can be fairly compared to more affluent students and schools. Based on this framework, we present empirical evidence on the effects of adjusting accountability models for student characteristics.

The report concludes with a brief summary and discussion of the salient issues surrounding accountability models.

**Building a Framework for Accountability**

Building a framework for accountability models requires us to briefly examine previous research on school performance. Divergent views persist on both which research methods and which research foci best capture school performance. Competing methods can be broadly categorized into qualitative and quantitative, while competing foci can be classified as emphasizing either school inputs or school outcomes. Inputs are factors such as the quality of teachers, the curriculum, and school policies and practices. Outcomes are often simply student assessment results. Both research strands and foci have implications for how an accountability model ought to be constructed. Part of the larger movement to align state policy and practice around high-quality content standards, the new accountability systems focus attention away from inputs and compliance to emphasize outcomes, or student performance on statewide standards-based assessments (O'Day & Smith, 1993). From the beginning of the standards-based movement, many have argued that if assessments, professional development, and curriculum were all aligned to rigorous academic content standards, there would be more hope for equity in schools (Goals 2000; IASA, 1994; O'Day & Smith, 1993). Increasingly, large-scale test results have become the primary indicator for measuring the condition of public education and have become the symbol of the new accountability era (Elmore, Abelman, & Fuhrman, 1996; Linn, 2000).

Not everyone agrees with this shift from inputs to outcomes. Many educators struggle against the reduction of their efforts into a single outcome indicator, contending that standardized tests cannot adequately or accurately measure school performance and believing that multiple outcome measures are needed. Some
researchers strongly advocate for school accountability models that encompass a broader spectrum of indicators than just large-scale assessment results (Oakes, 1989; Porter, 1988). Researchers argue for the need to monitor the quality and rigor of the academic curriculum (Oakes, 2002-03), the safety and cleanliness of school facilities (Oakes, 1989) and the equitable distribution of other resources, such as qualified teachers (Darling-Hammond, 2000).

Despite the continued lack of consensus, current federal accountability legislation, as enacted by the No Child Left Behind (NCLB) Act of 2001 (U.S. Public Law 107-110), emphasizes a quantitative accountability model focusing on student outcomes. In this reauthorization of education funding for low-income children (Title I), the federal accountability legislation focuses on holding schools accountable for improving performance, as measured by their success in making AYP towards 100% proficiency by 2013-14 on standards-based assessment results in reading and mathematics. NCLB requires states to incorporate into their accountability systems specific testing requirements that include annually testing at least 95% of students in all demographic subgroups in grades three through eight and once between Grades 10 and 12. Based on 2002-2003 baseline data, states set specific annual targets that culminate in 100% proficiency by 2013-2014. These intermediate targets vary from state to state. Meeting these annual targets, or making AYP, thus becomes the defacto accountability model for each state. Current NCLB legislation provides only one caveat for schools that do not meet their annual AYP target, but demonstrate at least a 10% gain in proficiency. These schools are considered compliant under the “Safe Harbor” provision.

The AYP accountability model is a high-stakes system that has several intended and unintended consequences. Novak and Fuller (2003) underline a statistical artifact of the construction of AYP in which schools that are more diverse and serve greater numbers of students from low socioeconomic standing are penalized because they have greater odds of failing to make AYP. Other researchers have criticized accountability-based test scores as highly susceptible to corruption when stakes are attached. This occurs through score inflation from familiarity with the test and a narrowing of the instructional focus by teaching to the test (Koretz, 1996; McNeil, 2000). In addition, calls have emerged from national education and civil rights groups to modify AYP to incorporate growth measures (The Alliance for Fair and Effective Accountability, 2004; National Conference of State Legislatures-NCLB Task Force Meeting, 2004). Many would like to explore alternative accountability models measuring school performance. This would be done either to validate results from the AYP model, as an alternative to
the AYP model, or to explore aspects of performance more extensively and specifically that are otherwise not addressed by AYP (Council of Chief State School Officers, Brain Trust on Value-Added and Growth Models, 2004). Questions currently raised regarding AYP point to the most salient issue with respect to all accountability models—do the results yield valid inferences concerning school performance?

Given that the current federal accountability model is based on quantitative evaluation of student outcomes, we focus our discussion on elements that should be considered in quantitative outcomes-based accountability models. By taking this route, we admittedly give qualitative methods short shrift. We do not, however, eliminate inputs from our discussion. In order to hold schools accountable for student performance, there is an implicit assumption that it is possible to isolate a school’s effect from all other factors that might influence achievement (e.g., student background or inputs outside of a school’s control). Without reliable and valid measures of both outcomes and inputs, attempts to estimate school performance will be limited and the inferences could be misleading.

Much of the school performance literature draws upon educational production function or school productivity traditions (Hanushek, 1979; Meyer, 1996). Underlying many of the models used in this type of research is the basic assumption that causal claims can be made about school performance. In other words, by evaluating school performance, we assume that it is possible to measure a school’s quality or effectiveness—the causal effect of a school’s practice on a student’s achievement. Results from accountability models are based on natural, quasi-experimental designs. These designs often suffer from confounded explanations for observed results. Some argue that we would actually need to randomly assign schools to various practices or policies, in order to adequately measure the causal effect of school policies and practices on achievement (Raudenbush, 2004b). This type of design would help to rule out rival hypotheses generated by potential confounding factors, such as the selection bias that might be present because certain kinds of students and teachers choose to attend or work in some schools over others (Campbell & Stanley, 1963). Still, there is some debate regarding experimental design and causal effects in education research: e.g., whether random assignment is necessary; and fitting the appropriate design to the questions of interest (Rubin, Stuart, & Zanutto, 2004; Raudenbush, 2004a; Shavelson & Towne, 2004).

Unlike some research on program effectiveness (where experimental design is often controllable), school accountability evaluates school performance given the existing grouping of students and teachers in schools; hence, random assignment
designs are, for the most part, moot. The approach since the late 1970s has been to use a regression-based analysis within a quasi-experimental framework in an attempt to disentangle student effects from school effects. In general, the idea is to relate current student achievement to the accumulated effects of student and family background factors, the accumulated effects of school inputs (e.g., class size, number of qualified teachers, percentage of students qualifying for free lunch), and the student’s innate ability prior to schooling effects (Hanushek, 1979). This approach is theoretically viable but empirically difficult because we would ultimately need an innate ability measure that is uncorrelated with schooling inputs (Griliches & Mason, 1972), which generally requires measuring ability before any schooling begins. These data are generally unavailable, since testing at early ages is not common and is not a popular concept with early childhood educators. Further, measuring the impact of the accumulation of student and family background, schooling, and other factors to a given time point is thought to be a highly imprecise endeavor.

The framework for accountability models implies that performance indicators must address whether they accurately reflect the school’s ability to facilitate student learning through specific actions rather than merely reflecting the aggregated effects of student background. Previous research has identified specific student and school inputs that need to be considered, as well as limitations to causal claims that need to be heeded. This framework allows us to next consider specific building blocks of accountability models.

Understanding the School Performance Indicator Landscape

Many methodologists have written extensively about the relative strengths and weaknesses of various school quality indicators (Koretz, 1996; Meyer, 1996; Wilms & Raudenbush, 1989). We build on these arguments below, to lay out the landscape of school performance—the proper measures, scales, summary statistics, and standards used to measure and judge school quality. Several preliminary criteria need to be taken into account with regards to the test construction and inferences made from the test before adequate school accountability models can be developed:

- Does the test measure what it is supposed to measure (i.e., are inferences based on the test results valid)? How accurately, consistently, or precisely does the test measure the concept we believe is important (i.e., is the assessment reliable in measuring student learning)?
• Can results from the assessment be meaningfully aggregated from students to schools (i.e., if the test measures student learning, do aggregations to the school level reliably and validly measure school performance or school quality)?

• How are changes in performance over time measured? If the accountability system intends to measure performance or quality over time, do changes in school performance over time, as measured with results from this assessment, have meaning (i.e., do changes indicate increases or decreases in school quality, or do they merely represent changes in enrollment or in the scale of the test from year-to-year or grade-to-grade)?

• Should performance standards be set by some absolute or relative criteria or both?

These concerns will be discussed briefly below, though a complete treatment of these issues is beyond the scope of this report.

**Test Construction and Metric Matter**

Regardless of the perspective one takes on school performance, in a high-stakes accountability setting it is crucial that valid inferences about school quality can be made. Valid inferences from the results of any school accountability model depend on the data that go into the model. School accountability criteria are most commonly based on student scores on state-mandated assessments. Test results are considered **reliable** when the test in question repeatedly yields consistent results. Test results are considered **valid** when they measure what we think they are supposed to be measuring.

If results from a particular assessment are not reliable and do not generate results from which valid inferences about student achievement can be made, results will, at best, be misleading. In other words, an accountability model that is premised on standards, but selects an assessment that is not adequately aligned to standards or measures an uneven selection of standards, could falsely identify schools for doing a good or bad job of facilitating student learning towards that set of standards.

From this point forward, our discussion assumes that the test selected demonstrates reliable and valid results. Selection of such an assessment is an essential starting point for any accountability system. There are many metrics and scales to choose from when reporting assessment results: raw scores, percent correct, national percentile ranks, normal curve equivalents, and scale scores. Many of these metrics have very different qualities—qualities that impact our ability to average across
students or to draw valid inferences about school performance. Further, accountability models that attempt to make inferences regarding student achievement growth over time must ensure that assessment results are meaningfully related across grades, so that the growth is also meaningful. Below we discuss the trade-offs of using some of the most common scales on which test results are reported for school accountability purposes.

**Percentiles or National Percentile Ranks**

Percentiles or National Percentile Ranks (NPR) perhaps represent one of the more familiar scales used in testing, since they are used in reporting on many of the national testing and certification programs such as the Scholastic Achievement Test (SAT) and the Graduate Record Examination (GRE). Percentiles measure a student’s rank, or how well a student performed relative to a national population. A score placing a student in the 85th percentile, for example, indicates that she performed better than 85% of the students in the norming population; this provides that student with a ranking. One drawback often cited about percentile ranks is that they are not measured on an equal interval scale—meaning that changes at each point on the possible range do not represent equal changes in performance. In other words, a change from the 90th to the 91st percentile may be more significant (and more meaningful) than a change from the 50th to the 51st. Conducting calculations such as averages on percentile ranks across students in a classroom or school is considered inaccurate and inappropriate, because aggregating ordinal ranks is not a meaningful concept (Russell, 2000).

**Normal Curve Equivalents**

Averaging normal curve equivalents (NCE) is more meaningful for school accountability purposes. This metric represents an equal interval scale, so that a change of one increment in one segment of the score range is just as meaningful or significant as a change in another segment. This allows for arithmetic calculations such as averaging to be more meaningful. Much like percentile ranks, NCEs are useful for making relative comparisons among students or schools. If the accountability system is designed to measure absolute changes in individual students’ performance, however, NCEs are inappropriate because they are norm-referenced, which means they describe a relative position compared to a norming population.

**Scale Scores**

Scale scores are a conversion of raw scores placed on a scale that allows for averaging across students. If the focus of the accountability model is on ranking schools,
NCEs and scale score results will be virtually identical (Goldschmidt, Choi, & Martinez, 2003). Scale scores, however, enable comparisons over time at the same grade level. So, for example, a 650 in the third grade this year is comparable to a 650 in the third grade the following year. This enables us to draw more meaningful conclusions about whether a school’s performance in the third grade is improving. We cannot unequivocally say, however, whether the results are due to the third grade staff and instructional practices, or to the second grade staff the year before, or to the fact that the group of students in the third grade came in more or less prepared than in previous years. One important caveat: A scale score is not necessarily scaled across different grade levels. This means that a 5-point increase in scale scores on the third grade test is not the same as a 5-point increase on the fourth grade test.

Ultimately, the optimal metric to use when examining change is a vertically equated Item Response Theory (IRT)-based scale score because it is on an interval scale and is comparable across grade levels and across time (Hambleton & Swaminathan, 1987). Thus, a change on a vertically equated scale score from one year to the next is an absolute measure of academic progress, irrespective of grade. Examining student achievement growth over spans longer than one grade level, however, can be difficult because equating is generally designed to compare contiguous grade pairs (Yen, 1986).

Despite the usefulness of scale scores, and the optimal qualities of vertically-equated IRT-based scale scores, these metrics are far less prevalent than others mentioned here and are often not available to those who might benefit the most—school personnel. Assuming these types of metrics were made available for accountability systems by test publishers, however, one of the most important questions still remains: Can valid inferences concerning school performance be drawn from summaries of our measure of student performance? This can, in part, depend on how scores will be aggregated or statistically modeled. If the metric and test issues outlined above have not been adequately addressed, however, the methods discussed below for aggregating or modeling achievement will be extremely limited.

**Summarizing Achievement at the School Level**

The next step is to define the model for aggregating or summarizing student-level test score information at the school level. We begin with two simple models of school performance summaries, both of which capture a snapshot of performance, are simple to compute, and are intuitively understood by the public: the percent proficient criteria and the average school achievement score. We highlight why these measures
may be inadequate for measuring school performance. Following these models, we progress to statistical models that measure change in achievement over time, or VAMs.

**Percent Proficient**

AYP models of school performance across the country are based upon the percent proficient in a school, which essentially reflects the percent of students who have scored at or above a particular proficiency score. Though simple and intuitive, a percent proficient indicator is, in many ways, one of the weakest indicators of performance. Percent proficient is a status indicator, and primarily measures movement around the proficiency cut score. In other words, if a student must score 680 on a test to be considered proficient, a percent proficient indicator is mostly measuring movement around that 680 score. Thus, students at the very bottom of the scale that improved from a 400 to a 600 would not count in this measure. Similarly, those students who fell from an 800 to 690 would not count in this model either. The percent proficient model misses a great deal of movement (both progress and regress) at other ends of the range, and is, for this reason, very limited. In addition, percent proficient scores—as with average or mean score discussed below—are considered “contaminated” by prior performance and other confounding factors (e.g., student and family background characteristics, selection, etc.). This means that we have no way of separating out whether or not the high percentage of proficient students in a given year is due to the teaching and learning that happened in that year or to an influx of new, better-prepared students.

**Average or Mean Performance**

The school average (or mean) achievement level is another oft-used measure of school performance. Similar to percent proficient scores, averages suffer from loss of information due to aggregation. In addition, averages tend to be contaminated by student background characteristics (e.g., disadvantaging schools with large populations of poor students; see Aitkin & Longford, 1986; Hanushek, 1979; Raudenbush, 2004b). As Table 1 indicates, based on correlations between school means from one year to the next, means are quite stable over time. However, it is important to note that a middle school’s sixth-grade average reading score is heavily influenced by how all of those students fared in their fifth-grade classes the year before and/or whether those students came from families who read frequently at home. Background characteristics may artificially inflate the year-to-year correlations and may have more to do with the stability of school populations than the quality of the school.
Table 1

Correlations of Mean School Performance by Year

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Math 1993</td>
<td>0.96</td>
<td>0.91</td>
<td>0.89</td>
<td>0.87</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>Math 1994</td>
<td></td>
<td>0.94</td>
<td>0.92</td>
<td>0.90</td>
<td>0.92</td>
<td>0.91</td>
<td>0.90</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Math 1995</td>
<td></td>
<td></td>
<td>0.93</td>
<td>0.90</td>
<td>0.91</td>
<td>0.90</td>
<td>0.88</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>Math 1996</td>
<td></td>
<td></td>
<td></td>
<td>0.96</td>
<td>0.93</td>
<td>0.90</td>
<td>0.90</td>
<td>0.87</td>
<td>0.89</td>
</tr>
<tr>
<td>Math 1997</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.94</td>
<td>0.92</td>
<td>0.91</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Math 1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>Math 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>Math 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>Math 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.96</td>
</tr>
</tbody>
</table>
Aggregated, single-point-in-time status indicators that are not adjusted for confounding factors share a common weakness: changes in results from these models may have little to do with changes in school performance, per se, but may have more to do with changes in student populations. Adjusted (or conditional) means are a more precise model for summarizing school performance, but require statistical modeling, in order to compare schools with similar conditions. Adjusted or conditional models of performance will be discussed further in the next section. Once a summary statistic is selected (e.g., adjusted means), questions still remain about how changes in these summary statistics will be measured and reported over time.

**Tracking Changes in Performance Over Time**

Assuming we agree on the test, the metric, and the summary statistic, those designing an accountability system must carefully consider how changes in performance over time will be taken into account. Detecting changes in school performance over time requires yet another set of considerations. Users of performance accountability information must first determine whether they believe that judgments about school performance should be based solely on a school’s status—the level at which students are currently performing—or based on a school’s growth—the improvements in students’ performance over time—or based on a combination of both status and growth. For instance, the simplest model for tracking changes in performance over time has historically been to track a series of status indicators (e.g., school averages or percent proficient across multiple years). This type of “time series” data would allow for trend data (from year-to-year) to be reported, but would attach with it many of the concerns raised above because the summary statistic chosen (e.g., unadjusted averages) is confounded by factors other than school performance. Time series data using adjusted averages would also be an option for tracking change over time.

However, other more sophisticated models use “panel data,” which links individual students from year-to-year. This panel data enables longitudinal studies of student growth over time. Models that use growth based on individual student changes represent more appropriate ways of measuring change over time, and can control for individual differences over time as well. There are several ways of combining status and growth measures in one accountability system, though the intricacies of including
both kinds of information is still a work in progress.\textsuperscript{1} AYP is one such way, setting annual growth targets toward an absolute benchmark of 100% proficiency. It is important to note that, though AYP tracks changes over time by setting intermediate targets, it is not a model that can accurately measure growth because changes are not based on the same individuals over time. In essence, AYP employs growth targets within a \textit{time series} framework, carrying with it many of the drawbacks discussed.

\textbf{Comparing Performance Standards}

In order to make qualitative judgments about the changes in performance that are detected, policymakers and practitioners must make clear choices about the standards they set for performance. Whether performance is measured based upon attainment at a single point in time or multiple time points, criteria for success (the performance standard) must be set. Should a school’s performance be judged against an \textit{absolute} standard of performance (100% proficient or e.g., a gain of 30 points or more), or based on a \textit{relative} standard of performance (highest score among schools starting out in the first decile). Figure 1 compares many of the performance standards alluded to thus far. School A would be considered the top performer from an \textit{absolute} status standard of performance, as well as relative to the rest of the sample, while School B would be the top performer from an \textit{absolute} growth standard of performance, as well as relative to the rest of the sample. We would argue that \textit{both} absolute and relative criteria are essential components to measuring and judging performance.

The kind of growth that we suggest is more appropriate for high-stakes accountability settings requires statistical models, and falls under the general framework of VAMs.

\textsuperscript{1} Other methods involve statistical models that measure a school’s or student’s distance to target and calculate the probability of meeting the absolute target, given their growth to-date (see Doran & Izumi, 2004; Thum, 2003b).
School A: Highest Initial Status
School B: Highest Gain
School C: Low Initial Status, High Gain
School D: Low Initial Status, Better than expected gain
School E: Medium Initial Status, Lower than expected gain

Figure 1. Effect of different criteria for determining school performance: School rank by different criteria.

1) Status (x-axis): A > B > E > C > D
2) Gain (y-axis): B > C > A > E > D
3) Conditional gain (regression line): B > C > D > E > A

Note that the vertical line and the horizontal line represent district average initial status and district average gain, respectively.
Value-Added Models: Measuring Growth

VAMs represent a specific subset of accountability models that provide estimates of students' progress over time. Student gains can simply be measured with actual gains between two time points on a given measure (e.g., Student A’s score in Year 2 minus his or her score in Year 1). However, when student gains are summarized to the school level for estimates of school growth, this actual gain can be an incomplete measure of school change, and ignores the nested structure of students within classrooms and classrooms within schools. For this reason, we define school value-added models to be regression-based models, estimating school gains between at least two time points, typically using multi-level models.

Most VAMs either implicitly or explicitly compare a school’s gain against other like, or similar, schools. Comparing “like with like” can mean that schools are compared with other schools that started out at similar levels of performance (e.g., those that start in the lowest 10%), or that serve similar populations of students (e.g., 85% English Language Learners). Many would argue that comparing “like with like” makes as much sense philosophically as it does methodologically (Goldstein & Spiegelhalter, 1996; Rumberger & Palardy, 2004). Researchers and educators alike acknowledge that adjusted models may be necessary to level the playing field (e.g., Good, Biddle, & Brody, 1975; Linn & Slinde, 1977; Thum, 2003a). To not use these adjustments in high-stakes accountability settings may risk exacerbating teacher and principal distribution issues. That is, highly qualified teachers and principals may stay away from “difficult” schools, knowing that they will not be adequately acknowledged for the difficult situation they are tackling. Further, the implicit assumption for all VAMs is that anything not explicitly accounted for in the model (e.g., background characteristics) will be absorbed in what is left over, which constitutes the value-added estimate. Leaving these characteristics unadjusted for would, in effect, “contaminate” the value-added estimate.

---

2 These actual gains are often described as the “unbiased estimate” of a student’s gain in achievement (Bryk & Weisberg, 1976; Rogosa, 1995; Rogosa, Brandt, & Zimowski, 1982).

3 Multi-level decomposition of variance within and between schools is considered state-of-the-art by many researchers, given that it recognizes the non-random sampling within schools—that students in a particular classroom or school are more like each other than students in any other school in the sample.
As an example of what we mean by comparing similar schools, if a given school’s gain is higher than expected (e.g., higher than the average gain for all schools starting out at that same level), the school can be said to have added value, as exemplified by School C in Figure 1. Note under this criteria that School A is no longer a top performer. The concept that schools make gains but do not add value is not intuitive. We emphasize that schools make gains but do not add value when their gains are greater than a set criteria that can be either absolute or relative. Absolute criteria are those developed a priori, such as an external target; while relative criteria are data driven, such as the district average (the horizontal line in Figure 2) or regression-based expected gains (the fitted regression line in Figure 2). Without an external absolute standard for school gains and value added estimates, deciding whether either is sufficient is difficult. More research on value-added standards setting is needed.

The simplest VAM—gain score—is defined below, with specific examples of more complex VAMs following.

**Gain Scores or Adjusted Gains**

We have defined VAMs to encompass those models that estimate gains through statistical modeling; this includes gain score and adjusted gain models. Both approaches model the outcome as a function of a set of inputs, which might include student or school background characteristics (if they are adjusted gains). Unlike a typical regression model where the outcome of interest is a score from a particular year, in gain score models, the outcome of interest is the change in scores from one time point to the next ($Y_2-Y_1$). Adjusted gains models are motivated by the aforementioned notion of comparing like with like and, as a result, the results provide a relative measure of gain, conditioned by the set of variables chosen for the model, such as student or school background variables or initial starting points.

Many believe—and studies have often shown—that there can be an important relationship between where a student starts out and how much he or she grows (see Choi & Seltzer, 2004; Muthen & Curran, 1997; Raudenbush & Bryk, 2002, chpt. 11; Seltzer, Choi, & Thum, 2003). To address this relationship, some use the initial starting point as a predictor in the gains model. Using the starting point as a predictor raises
some concerns, since Year 1 scores contain measurement error.\textsuperscript{4} Ignoring the measurement error leads to attenuated estimates of gains. This measurement error can be addressed through the modeling process.\textsuperscript{5} Gain score models are perhaps the most common type of VAM. More complex modeling processes have also been employed in some high profile settings in recent years; examples of such models are discussed below.

**Some Current Value-Added Examples**

We present some of the strengths and weaknesses of commonly used VAMs and present empirical results from some of our own work in this area. Though the models below are more similar to each other than they are to, say, an AYP model, each has a slightly different focus and takes a slightly different approach to: what to adjust for and how; scaling issues and measurement error; assumptions about (linear) growth patterns; treating school effects as varying across schools or fixed; and how to represent cumulative effects of schools over time. We examine the following models and their approach to addressing these modeling issues:

- Sanders’s teacher effectiveness model (Tennessee Value-Added Model)
- McCaffrey’s more general version of Sanders’s model (RAND model)
- Chicago Public School Productivity Model (CPSP)
- CRESST Student Growth Distribution model (CRESST Model)

**Sanders’s Model**

This model—often referred to as the TVAAS, the Tennessee Value-Added Assessment System (Sanders, Saxton, & Horn, 1997)—incorporates multiple content measures as well as multiple cohorts and panel data (linked student data over time). It does not assume simple linear growth, and it implicitly adjusts for prior achievement by using the gain score method. That is, prior years’ achievement is layered onto each subsequent year’s achievement. As such, this model assumes that the effect of prior

\textsuperscript{4} Measurement error is the degree of uncertainty or variation we are likely to find in any measurement we take; test scores are no exception, since they represent an approximation of the skill or concept they are attempting to measure.

\textsuperscript{5} Some researchers do this through latent variable modeling, where the initial starting point is a latent variable, estimated within the model.
years’ achievement remains stable as time goes by. Sanders’s approach does not attempt to model the interaction between where a school starts and how much it grows. The model does not adjust for student background characteristics, though an extension of the model proposed by Ballou, Sanders, and Wright (2004) uses a two-stage procedure to adjust for differences in student and school background characteristics. Some of the challenges of the model are its tremendous requirements for data and computing capacity and its cost.

Further, because of proprietary estimation procedures, more broad applications of this model are not currently possible.

**McCaffrey et al’s RAND Model**

This model specifies a more general form of Sanders’s model, i.e., a multivariate, longitudinal mixed model that incorporates the complex nesting structure of student longitudinal data linked to teachers (McCaffrey, Lockwood, Koretz, Louis, & Hamilton, 2004). This model allows one to include adjustments for student and school characteristics. In addition, it does not assume that prior teacher effects are persistent or static (an assumption of Sanders’s model), which allows us to test whether prior teacher effects differ from current teacher effects on current student outcomes and to what degree teacher effects fade with time. Some of the shortcomings both in this model and Sanders’s model are that ranking teachers using this model is likely to be a challenge, because obtaining precise estimates of teacher effects requires a large data set (Ballou et al, 2004; also see Lockwood, Louis, & MaCaffrey, 2002). The RAND study found that both McCaffrey’s and Sanders’s model identified only one-fourth to one-third of the teachers as distinct from the mean. This problem is, in part, due to the fact that the two approaches are modeling teacher effects, not school effects, and are therefore hampered by smaller sample sizes per classroom. The implication of these findings is that making distinctions between teachers based on their value-added estimates could be challenging. This model also does not address the interaction of where a school starts and how much it grows. In addition, wider application of this model could be limited by the complex estimation procedure used, model convergence problems, available software, and extensive computing time.

**Chicago Public School Productivity Model**

This model uses a “productivity profile” for the Chicago Public Schools, in which initial status trends (input trends) and gain trends (learning gain trends), as well as output trends (adding input and learning gain together), are estimated for each grade
level (Bryk, Thum, Easton, & Luppescu, 1998). Productivity is judged by both the learning gain trend and the output trend, to address situations where gains are up but inputs and outputs are down (gap is spreading). One of the key strengths of the Chicago model is that the system is designed around a well-designed testing system (e.g., vertically-equated test scores). This model does estimate both initial status as well as the gain, and can be applied to multiple subject areas and multiple cohort data. The model also explicitly takes measurement error into account. It is possible to adjust for student- and school-level characteristics. The model can be fitted using an accessible and well-known software program (HLM6, 2004). However, this model does not specify modeling gain trends as a function of initial status trends.

**CRESST Student Growth Distribution Model**

The CRESST model uses latent variable regression in a hierarchical modeling framework (Choi, Seltzer, Herman, & Yamashiro, 2004; see also Choi & Seltzer, 2004 and Seltzer et al., 2003). The key strengths of this model are that it estimates average school growth as well as the distribution of student growth within a school by explicitly modeling student growth as a function of a student’s initial status. Modeling this relationship between where a student starts out and how much he or she grows allows us to provide complementary information about how equitably student growth is distributed within a school for particular performance subgroups (e.g., above or below average performers). Like the CPSP model, the CRESST model explicitly takes measurement error into account where standard errors of measurement are available. Similar to the other models here, the CRESST model can be extended to incorporate multiple measures and multiple cohorts; it is possible to adjust for observed student- and school-level covariates; and it is possible to adjust for student and school initial differences. Computation limitation with very large data sets might be a shortcoming of this model.

**Two Empirical Studies**

Below we present empirical results that address some of the more salient modeling and philosophical issues discussed above. The first study explores a comparison of results from status versus gains models, comparing performance classifications based on AYP results to those based on results from a VAM. The second study compares school performance results from an array of VAMs using different types of adjustments for background characteristics.
Comparing Performance Classifications Based on Status and Gain

We illustrate how results based on AYP and VAMs can differ based on an alternative way of measuring progress using the CRESST VAM as described in the previous section. We do so through analyses of a longitudinal dataset from an urban school district in the Pacific Northwest. The outcomes of interest in this analysis are Iowa Test of Basic Skills (ITBS) reading scores for third graders in 2001 and those same students’ fifth-grade scores in 2003. We examine what these growth patterns tell us about schools that meet their AYP targets and those that do not.

Our focus is to compare the state’s AYP classifications (e.g., met or did not meet AYP) against the results that we obtained by fitting each school’s data to the expected gains for each of the three different levels of initial status (i.e., expected gain for students 15 points below the school mean, expected school mean gain, and expected gain for students 15 points above the school mean). First, as can be seen in Figure 2, 15 schools among 51 schools meeting AYP (AYP Schools) have an estimated gain that is smaller than the district average gain. Furthermore, among the remaining 36 schools, only 12 have gains that are statistically greater than the district mean gain. In contrast, almost half of the schools not meeting AYP (Non-AYP Schools; in Figure 3) have gains that are higher than the district average. Among those, we have two exceptionally well performing schools. Schools #23 and #55 have gains that are higher than the district mean gain by approximately 5-10 points and are statistically greater than the district average gain. As such, we clearly see that there are remarkably large numbers of non-AYP schools making sizable (and close to district average) gains.
Figure 2. Expected mean gain in ITBS reading scores for AYP schools. The horizontal line represents the district average gain for our sampled 72 schools. The top line, middle circle, and bottom line of each bar represent the 95% confidence interval around the expected mean gain for a given school.
Next, we compare AYP Schools and Non-AYP Schools based on the magnitude of the expected gain for students 15 points below and 15 points above the school average. Analyzing growth patterns among these subgroups allows us to note another trend, one that involves the closing or widening of achievement gaps. As can be seen in Figure 4, Type I schools show growth trajectories for the three performance subgroups that are parallel, meaning that all subgroups are growing at the same, upward rate. Type II and Type III schools show growth trajectories that either converge or diverge.
In Type II schools, the initial gap between above average and below average students in the school closes over time, while the initial gap gets magnified in Type III schools. While this phrase is most often used to refer to the racial gap in achievement that exists in many schools, Type II schools in our sample are making progress in closing the gap between an important pair of subgroups—those who start out below average and those who start out above average. When evaluating a school’s effectiveness or quality, however, it is difficult from an ethical point of view to choose the better of Type II or Type III schools. From a policy point of view, more resources
and sanctions (e.g., through Title I, NCLB) are often targeted toward helping the lowest performing students improve. Thus, it could be argued that those schools succeeding with below average groups (e.g., the Type II schools) are more successfully addressing the spirit of those legislative initiatives. Models like the CRESST model, which analyzes different performance subgroups’ growth, might be more effective in stimulating discussion among teachers and administrators to identify a school’s success or weakness in addressing the needs of struggling students so that appropriate interventions can be taken (Seltzer et al., 2003).

**Adjusting for Background Characteristics in Value-Added Models**

We return to the issue of omitted variables and their effect on interpreting model results. Methodologists and education policy researchers continue to search for and debate the most appropriate ways to adjust for background characteristics. Some researchers describe the type of school effect measured in a multilevel setting in terms of adjustments made for school-level or student-level background characteristics (Raudenbush & Wilms, 1995; Wilms & Raudenbush, 1989).

We examined adjustment practices through a series of models, comparing the school performance results from each (Choi, Yamashiro, Seltzer, & Herman, 2004). The models included:

1. Three-level Unconditional Gains (no adjustment)
2. Adjusting for Student Initial Status
3. Adjusting for Student Socioeconomic Status
4. Adjusting for Student Initial Status + Student SES
5. Adjusting for Student Initial Status + Student SES + School Mean Initial Status
6. Adjusting for Student Initial Status + Student SES + School Mean Initial Status + School Mean SES

Each model represents a step in adjusting for background characteristics. Models 2 through 4 are adjusting for only student background characteristics. In contrast, Models 5 and 6 are adjusting for not only student background characteristics but also for school contextual effects. Schools were ranked according to the gain estimated from each model and correlations were calculated across these rankings (See Table 2). The first model (Model 1, with no adjustments) serves as a reference point.
Table 2

Correlation between Value-Added Estimates for Different Levels of Adjustments

<table>
<thead>
<tr>
<th></th>
<th>No Adj</th>
<th>Student IS</th>
<th>Student SES</th>
<th>Student IS_SES</th>
<th>Student IS_SES &amp; School IS</th>
<th>Student IS_SES &amp; School IS-SES</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Adjustment</td>
<td>1</td>
<td>0.93</td>
<td>0.98</td>
<td>0.91</td>
<td>0.86</td>
<td>0.75</td>
</tr>
<tr>
<td>Student IS</td>
<td>0.93</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student SES</td>
<td>0.98</td>
<td>0.97</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student IS_SES</td>
<td>0.91</td>
<td>1.00</td>
<td>0.96</td>
<td>0.92</td>
<td>0.99</td>
<td>0.92</td>
</tr>
<tr>
<td>Student IS_SES</td>
<td>0.86</td>
<td>0.98</td>
<td>0.85</td>
<td>0.90</td>
<td>0.90</td>
<td>1</td>
</tr>
<tr>
<td>&amp; School IS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: IS = Initial Status (initial starting point), SES = Socioeconomic Status

The correlations above demonstrate several important findings about adjusting for student- and school-level background characteristics. First, adding in an adjustment for student SES (as measured by eligibility for free- or reduced-price lunch) adds very little once a student’s initial status is controlled. The rank orderings from these two models (Models 2 and 4) are perfectly correlated (1.00). This indicates that student initial status captures many of the effects that SES is attempting to measure. In other words, by controlling for initial status, the model already captures the preceding effects that SES might have on students. Once school-level contextual effects are added into the model (mean initial status and mean SES, as measured by percent qualifying for free- and reduced-price lunch), the rank ordering of schools in terms of their estimated gains differs significantly. After adjusting for the student-level characteristics (student initial status and SES), the school contextual effect of school mean initial status turns out to be insignificant, while the contextual effect of mean SES is significant. The correlations in Table 2 demonstrate this, as the results from adding in school mean initial status
correlate highly (0.99) with results from the model without school mean initial status (Model 4 and 5); whereas, the results from the addition of school mean SES and initial status are not as highly correlated with the model with no school-level effects included (Model 4 and 6). Some researchers caution that adding in school mean SES may be over-adjusting and removing some of the school policy and practice effects we are attempting to estimate (Raudenbush, 2004a). In summary, this result indicates that there is much sensitivity to the type of school and student background characteristics adjusted for in the model, and how these adjustments are made.

**Conclusions**

In the current high stakes accountability environment, attention should be paid to the fact that, no matter what accountability model is chosen, performance indicators are merely *estimates* of true school performance. Using statistical estimates of growth, as opposed to raw data—whether means, percent proficient, or raw year-to-year gain scores—without adjustment produces misleading estimates of school performance. These estimates are unduly influenced by movement around the proficiency cut score or average, and can be attributed to chance or changes in enrollment, rather than true student achievement growth or school performance.

We believe that VAMs provide both the most informative and the most valid picture of school performance. Information gleaned from growth patterns based on individual students is more conducive to principal, teacher, or student use as formative and diagnostic tools about progress being made. Results of VAMs potentially lead to more valid inferences because they can account for differences in student initial academic status or other known achievement-moderating factors such as SES or language proficiency.

Despite the potential benefits of VAMs, there are still political and logistical obstacles to implementing these models. The most prominent political obstacle to value-added and longitudinal growth models is the NCLB emphasis on measuring school performance with a percent proficient indicator. Except for the Safe Harbor provision, the AYP model is not a true growth model, as it entails making a series of yearly static comparisons of actual to targeted proficiency levels.

The logistical obstacle is that most state assessment data systems are not currently designed to enable longitudinal analyses. Key features required to be in place, at a minimum, would be unique student identifiers to track students longitudinally; testing in multiple (if not all) grades per school level (elementary, middle, high school);
vertically equated test scores (to compare scores across grades as well as over time); and consistency in testing from year-to-year (no changes in tests) and across grade and subject areas (no alternating between reading in Grade 3 and math in Grade 4). Though state assessment systems have not typically incorporated the key features needed to conduct longitudinal growth analyses based on individual gains, NCLB testing requirements will go a long way in bolstering state assessment systems in this regard.

Until the logistical challenges posed by the structure of state assessment systems and technical issues with regard to test construction are resolved, we suggest that models of school performance using student input adjustments are preferable to models without adjustments. However, state and other advocacy groups should continue to insist that alongside status indicators, measures of growth (gains) should be incorporated into future accountability models. Combining or weighing results from different performance models (e.g., status versus gains) is no easy task. In addition, more work must be done on the development of performance standards, both absolute and relative. Policymakers and methodologists will need to work together to answer some of the technical and philosophical questions behind many of the questions raised in this paper, basing their conclusions on sound theory and a clearly defined purpose.

The technical differences between VAMs are important, and may impact our judgments of school quality. However, these technical differences are often ultimately confusing to practitioners and turn them away from the many advantages these models have to offer. It is important to note, however, that the differences between these VAMs are much smaller than the differences between all VAMs and AYP models. Making judgments about a school’s quality should be done with much reserve and with great attention to how confident we feel about the measures, metrics, and models we have chosen to represent school quality. No single model will be able to address every possible concern; rather, judicious use of results from multiple performance models allow us to look at what is surely a multi-dimensional construct—school quality—through a multi-dimensional perspective.
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