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Sour cebook | ntroduction

Thi s docunent, the Natural Language Sourcebook, represents an
attenpt to provide researchers and users of natural |anguage
systens with a classification scheme to describe problens
addressed by such systens. It is part of a nmuch |arger research
effort conducted at the UCLA Center for Technol ogy Assessnent to
expl ore alternative nethods for eval uating high technol ogy
systens. In this project, Artificial Intelligence Measurenent
System (AIM5), the strategy was to explore the extent to which
mul tidisciplinary nethods, fromthe fields of artificia
intelligence, education, linguistics, psychol ogy, anthropol ogy,
and psychonetrics, could be conbined to provide better
characterizations of the scope, quality, and effectiveness of Al
systens. The areas of focus across the entire project have
i ncluded: expert systemshells, expert systens, natural |anguage
interfaces, including front-ends to databases and expert
systens, t ext understandi ng systens and vi sion systens. The
overal |l strategy of the project was to determne first the scope
of inplenmentations in the field, either through a classification
system or conpendi um descri bing the types of efforts in a field,
then to determ ne strategies for assessing the effectiveness of
particul ar inplementations. The goal of the project was first to
test the concept that such systens can be eval uated and second to
determ ne alternative approaches for establishing benchmarks of
performance. This approach is a rather radical departure from

typi cal "eval uation" approaches in the Al field. These are nore



focused on the assessnent of a particular strategy in ternms of its
theory and are | ess focused on attenpting to devel op standard
nmetrics agai nst which systens can be neasur ed.

Clearly, the matter of standardization was a critical issue
in our studies, especially since nost efforts enphasize fairly
wel | specified donmains. The Sourcebook conpilation represents one
strategy for attenpting to "standardi ze" discussion of natural
| anguage systens, a strategy that attenpts as well to represent
the diversity of particular systems. The Sourcebook should help
researchers and users sharpen their understandi ng of clains made
on behal f of existing systens or to identify gaps for future
research and devel opnent. The focus of the Sourcebook is the
types of problens purportedly addressed, or nore colloquially,
"handl ed" by natural |anguage systens. For exanple, the system
may purport to "handle ellipsis" or "resolve anaphoric reference,”
but what does this claimactually mean? Does it nean the system
can deal with all cases or just certain types? Wat
classification of "types" of ellipsis or anaphora is the author of
the systemusing? Wthout a common cl assification of the problens
in natural |anguage understandi ng, authors have no easy way to
specify clearly what their systens do; potential users have
troubl e conparing different systems, and researchers struggle to
j udge the advant ages or di sadvantages of different approaches to
devel opi ng systens. \Wile these problenms have been noted over the
| ast ten years (Wods, 1977; Tennant, 1979), research devel opi ng
specific criteria for evaluation of natural |anguage systens has

appeared only recently (Guida and Mauri, 1984, 1986). The



Sour cebook presents a classification and identification by exanple
of problenms in natural | anguage understanding. Ildentification by
exanpl e renoves confusi on over general clains, such as the claim
that a systemhas the ability to "handle ellipsis.” Al though the
Sourcebook in its present form does not exhaustively cover the
range of problens in natural | anguage understanding, it could be

extended to do so.

Previ ous Wrk on Natural Language Eval uation

What the field of natural |anguage calls evaluation |argely
focuses on descriptive characteristics of systens rather than on
net hods to determ ne the effectiveness of system perfornance.

Such a perspective certainly conflicts with social science
approaches to eval uati on—approaches which call for relatively
conpl ex indicators of context, goals, processes, and outcomnmes in
eval uating i nnovations of various types. The evaluation
strategies described by witers working fromw thin the Al

per spective enphasi ze eval uating the quality of the research
rather than the performance of particular inplenentations. Wthin
that constraint, Wods (1977) discusses a nunber of dinensions

al ong whi ch the conplexity and responsi veness of natural |anguage
systens can be neasured. In particular, three approaches he
considers are the following: (a) a "taxonony of |inguistic
phenonena, " (b) the conveni ence and perspicuity of the nodel used,
and (c) processing time and size of code. He draws attention to

the great effort involved in doing evaluation by any of these



nmet hods and to the inportance of a "detail ed case-by-case
anal ysis."

As Wods points out, the difficulty of a taxonom c approach
is that the taxonony will always be inconplete. Any particular
phenonenon wi |l have nmany subcl asses, and it is often the case
that the published exanples cover only a small part of the
problem A systemmght claimto resolve pronoun reference in
general ; however, the exanples mght be limted to pronoun
reference in parallel constructions. To nake any taxonony useful,
as many cl ear subcl asses as possible nmust be identified. The
t axonony should serve, not only as a description of what has been
achi eved, but as a guide to what still needs to be acconpli shed.

Tennant and ot hers (Tennant, 1979; Finin, Goodnman and
Tennant, 1979) nmake a distinction between the conceptual coverage
and the linguistic coverage of a natural |anguage system and argue
t hat systens have to be neasured on each of these dinensions.
Conceptual coverage refers to the range of concepts properly
confronted by the systemand |inguistic coverage to the range of
| anguage used to discuss the concepts. Tennant (1979) suggests a
possi bl e experinental separation between conceptual and linguistic
cover age.

The distinction these authors nake is inportant and useful,
in part for enphasizing the significance of the know edge base for
usability of a natural |anguage system But the exanpl es that
Tennant (1979) gives for conceptual conpl eteness (presupposition,
reference to di scourse objects) seemto be part of a continuum

with topics like ellipsis and anaphora, which are nore clearly



linguistic. For this reason a sharp distinction between
conceptual coverage and |linguistic coverage is not drawn here.

Bara and Guida (1984) give a general overview of issues in
eval uation of natural |anguage systens. They enphasi ze the
i mportance of neasuring conpetence, what the systemis capabl e of
doi ng, over performance, what users actually do with the system
The question remains as to how one neasures conpetence.

Qui da and Mauri (1984, 1986) present the nost fornmal and
detail ed approach to evaluation of natural |anguage systens. They
consi der a natural |anguage systemas a function fromsets of
input to sets of output. Assum ng a neasure of error (closeness
of the actual output to the intended output) and a neasure of
i mportance of each input, Quida and Mauri evaluate a system by the
sum of the errors weighted by the inportance of the input. (The
nore inmportant inputs get higher weights.) It is assuned that the
user can assign these neasures in sone reasonable way. They give
some suggestions for this assignnent and work out a small exanple
in detail (1984, pp.28-30).

The advantage of a careful, formal analysis is that it
focuses attention on the key role of the "inportance" and "error"
nmeasures. In practice, the inportance nmeasure has to be defined
on categories of input rather than individual itens of input. The
difficulty is determ ning what these categories are for a natura
| anguage. A systemthat handles five types of ellipsis but not
the type the user nost needs would be of little use. Wth a

description of the varieties of issues involved, a user can define



specific needs and give idiosyncratic weights to the different
categories of input.

One nmethod often used in conputer science to describe the
coverage of a systemis a test suite. A test suite is a set of
i nputs which is given to a program at each stage of its
devel opnent to test the programis performance. One reason test
suites have been used for natural |anguage evaluation is that they
are sinple and precise.

Hew ett - Packard (HP) presented one such suite covering a
variety of tests of English syntax at the 1987 Associ ation for
Conput ational Linguistics nmeeting. But the approach seens very
limted. For exanple, although a parser m ght parse one exanple
of a "Bach-Peters sentence (periphery),” it could fail on another
syntactically simlar sentence which is semantically different.
The HP test suite does not nmeasure how well the system understands
what is going on. The categories are those derived froma
particul ar syntactic theory, rather than categories that users
work with. 1In addition, the test suite tests only a very limted
range of |inguistic phenonena, and the evaluation is sinply
pass/fail. Wien a sentence fails to pass, it is not always clear
why wit hout | ooking at the inplenentation. For these reasons, a
nore generally useful nethod than test suites of this type was

sought .



The Sour cebook Proj ect

The Sour cebook was designed to describe the coverage of
conceptual and |inguistic problens by natural |anguage systens.
The exanples in the Sourcebook illlustrate problens that arise in
t he context of conputational |anguage processing. Building
systens intended to read real text or interact with real users
rai ses conpl ex problens of interaction of |inguistic phenonena.
Looki ng at these phenomena conputationally focuses attention on
i ssues that are often neglected in nore theoretical analyses.

The Sourcebook is a database of exanples of representative
types of problens in natural |anguage understanding drawn fromthe
artificial intelligence, conputational |inguistics, and cognitive
science literature. The exanples in the Sourcebook are taken
primarily fromthe literature although sone exanpl es have been
added to fill in gaps where the published exanpl es seened
i nconpl ete. Each entry in the Sourcebook, called an "exenplar,"
consists of (1) one or nore sentences, a fragnent of dial ogue or
a piece of text which illustrates a conceptual issue, (2) a
reference, and (3) a discussion of the problema system m ght have
i n understanding the exanple. An exanple is used to illustrate
each problem but it is the discussion that defines the type of
probl em by delineating the information-processing issues involved.

The natural |anguage exanpl es present nmany types of
processing problens. Wile there are often strong simlarities
anong the exenplars, each represents a slightly different approach
to the processing problens at issue. The identification and

di scussion of these problens in each exenplar is influenced by the



anal ysis given in the original source (cited in the exenplar).
Exanpl es without a citation were generated by the authors. The
Sour cebook presently contains 197 exenpl ars and provides a
classification schene reflecting an artificial intelligence
perspective for the types of issues represented by the exanples.

I n addition, the Sourcebook includes two alternative
cl assification schenes, one designed by a computational |inguist
and one by a cognitive psychol ogist. These two additional schenes
provi de a basis for cross-referencing the processing probl ens.

Li ngui stic and cognitive-psychol ogi cal cross-referencing of the
exenplars allows the user to explore alternate relations anong the
exanples in the Sourcebook. Each exenplar has at |east one

I inguistic cross-reference and one cognitive-psychol ogi cal cross-
reference.l Because of the inherent overlap in sone areas of the

I i nguistic and cognitive-psychol ogi cal classification schenes,
only the exenplars which | end thenselves to a pragmatic
classification are finely cross-indexed according to the

cogni tive-psychol ogi cal classification schene. For further

di scussi on of cross-indexing, see the cross-indexing section at
the end of this docunent.

The exenpl ars are grouped into four categories of related
probl enms: single-utterance, connected-utterance, true-dial ogue,
and ill-formed input. The classification was based directly on
the exenplars. An a priori theory for this classification schene

was not assumed, but rather patterns in the exenplars were sought.

1 To facilitate use of these nmultiple classification systems and to assi st
users who cone from other disciplines, an electronic version of our database
has been inplenented in HyperCard. It is available with a users manual at
nom nal cost fromthe UCLA Center for Technol ogy Assessnent.



G oup | includes input which the system can understand using
only existing, stored know edge. This know edge m ght be
know edge about syntax, senmantic constraints, or world know edge,
but it specifically excludes knowing the results of processing
previous input. These exanples are the ones nost conmonly
di scussed in linguistics and artificial intelligence texts.

In Goup Il problens, the systemmnust be able to integrate
i nformati on spread over a series of utterances and nust be able to
refer back to earlier utterances, but the system need not have any
nodel of the user. The only interaction between the system and
the user is that the user nmakes statenents or requests, and the
system processes them Typical Goup Il problens are anaphor,
el lipsis, and story understandi ng.

In Goup Il problens, the system nmust know not only about
t he sequence of utterances read but al so sonethi ng about the
user's goals, intents, and expectations. Goup IIl exanples do
not necessarily involve an actual two-way di al ogue between the
system and the user, but they at |east involve building or
accessing a nodel of the user. Goup Il problens involve an
i nterchange between two know edgeabl e entities. Goup I
capabilities are needed for intelligent interfaces to expert
syst ens.

Goups I, Il, and I'll forman inportant bl ock because they
cover exanples of normal | anguage use. The renai ning group, Goup
IV, Ill-fornmed I nput, covers exanples which do not conformto

normal use but which a program nay neverthel ess encounter.



A Note on the Term nol ogy

The ternms "single-utterance,” "multiple-utterance,” and
"true-dial ogue" are used to suggest the typical exanples of the
first three groups. The typical Goup | problemis parsing an
input in isolation fromother inputs. The typical Goup |
problemis parsing an i nput where the parser requires informtion
fromearlier inputs. The Goup Il exanples need not show an
actual dialogue, but there is an assunption that the essence of

di al ogue is being able to nmake judgnents about the goal s,
expectations, and beliefs of the other participant. The "true"
part of the term "true dialogue," is used to enphasize that the
system does not sinply give responses to the user's input, but
brings to bear know edge about users and their use of |anguage in
deci ding on the response. O course, nmany of the Goup Il
exanples will consist of a single sentence, and sonme of the G oup
| exanpl es can be broken up into nore than one sentence. The

nanes are chosen for convenience to point to the nost

representative exanpl es.

Summary

By drawi ng exanples froma range of the artificial
intelligence, conmputational |inguistics, and cognitive science
literature, and including not only exanples that have been
successful |y addressed but variations that have not yet been
sol ved by systens, the Sourcebook gives a broad view of |inguistic

phenonena. The "exanpl e-based" approach has enabl ed us to study

10



speci fic processing issues clearly and in sone detail and has nade
it possible to discuss the issues across different disciplines.

By enphasi zi ng the general processing problens presented by the
exanpl es, rather than inplenmentation i ssues, we have been able to
make t he probl ens accessible to the general reader and open to
conment by specialists outside of conputational linguistics. This
conceptual classification has begun to map the terrain of probl ens
i n processing | anguage.

At this point we estimate that we have covered ten percent of
the relevant literature. The classification itself has gaps and
the exenplars are not fully classified. But even in its present
form the Sourcebook prom ses to be a valuable tool for
researchers in conputational linguistics and related fields. W
hope the community of interested users will join with us in
continuing to extend the coverage of problens in the Sourcebook

and in refining the classification scheme we have used.

11



12



I V.

Sour cebook d assification

Si ngl e-utterance issues
A. ldentification of syntactic units
B. Anbiguity
1. Lexical
2. Attachment
C. Modifier attachnent
1. Prepositional phrase

2. Oher
D. Reference
1. Anaphoric

2. Non-anaphoric
3. Distinguishing anaphoric from non-anaphoric

ref erence
4. Tenpor al
E. Metaphor and novel |anguage
F. O her
Connect ed- utt erance issues
A. Anaphor a
B. Ellipsis
C. Integrating conplex informtion
D. Reasoni ng, argunentation, story understanding
1. Irony
2. Plans and goal s
3. Belief nodification
4. Argunentation
5. Sunmmari zi ng
E. Metaphor

True-di al ogue i ssues

A. User goal s and pl ans

B. Logi cal presuppositions
C. Speech acts

D. Meta-linguistic discourse

['1-formed input
A. M st akes
1. M stypings
2. Syntactic constraint violations
3. Semantic constraint violations
B. Non-standard i nput
1. Inconplete sentence
2. Casual structure
3. ldiolect
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Goup |I: Single-Uterance |ssues

G oup | includes input (utterances) which the system can
understand using only existing, stored know edge. Thi s
knowl edge m ght be knowl edge about syntax, semantic
constraints, world know edge, etc., but it specifically
excl udes knowing the results of processing previous input.
The typical Goup | problem involves parsing an input in
isolation from other inputs. Mst of the exanples in this
group are single sentences, but it should be noted that a
"single-utterance” may consist of nore than one sentence.
The exanples in Goup | are the ones nost comonly di scussed
in the linguistics and artificial intelligence literature.

14



SI NGLE- UTTERANCE | SSUES
Identification of Syntactic Units
Exenplar 1.A (#1)
Pr obl em
(1) The tough coach the young.
(2) The tough coach nmarried a star.

(3) The tough coach narried people.

(Huang & Guthrie, 1985, pp. 10, 3, 11, respectively)

Di scussi on

The sentences above illustrate the problem of recognizing
noun groups: (a) "the tough" vs. "the tough coach"” and (b)
"people” vs. "married people.” The problem could also be

considered a problem of determning |exical categories of
words: the segnent "the tough coach"” in isolation could be
parsed as Det Noun Verb or as Det Adj Noun. Wen the segnent
is part of a conplete sentence, the parser nust be able to
determ ne whet her "tough" is functioning as an adjective or a
noun and whet her "coach" is functioning as a noun or a verb.

A strongly syntax-oriented parser could resolve the
problenms in the first two cases by requiring a unique verb
such as "coach” in exanple (1) and "married" in exanple (2).
Once the parser specifies a verb, the structure of the rest
of the sentence is determ ned: specifying "coach" as a verb
in exanple (1) inplies that "tough" is a noun. The third
exanpl e is anbiguous in isolation but would presumably be
resol vabl e i n context.

Noun/ verb

Noun/ adj ecti ve

Ver b/ participial adjective
Noun

Ver b

Noun phrase structure
Syntactic anbiguity
"CGarden path" sentences

Li ngui sti c:

op

PRRREANE

NOOP®E>> >
2o

Cogni ti ve-psychol ogical: |.B. Processing semantics

15



Pr obl em

S| NGLE- UTTERANCE | SSUES
Identification of Syntactic Units
Exenplar 1.A (#2)

(1)...nmental building block

~NOoO o~ WN
N o —

(
(
(
(
(
(
(

..large Chi nese restaurant
.. hmeat shop owner

..fearl ess Chi nese sol dier
.. heavy ci gar snoker
..I'ndian Ccean cruise |ine
.giant shrinp cocktails

Gershman, 1982, pp. 182-185)

Di scussi on

In the noun groups above, there are sonme conplications in

attaching noun-nodifiers to nouns. In "heavy cigar snoker,
"heavy" nodifies "cigar snoker"” not "cigar." In "Indian
Ccean cruise line," however, "Indian" nodifies "Ccean" and

not "Ccean cruise line."

The following principles help the parser determ ne the
attachnment of nodifiers to nouns:

1) Only concepts built by adjacent words can nodify
each other: "nental block” is not the sane as "nenta
bui I di ng bl ock."

2) Semantic information about words is stored as the
words are read. The parser should be able to test
both forward and backward associ ati ons of words:
"heavy" can nodify "cigar," but "snmoker" can be
nodified by "cigar" also. However, "heavy cigar" as a
nodi fier of "snoker" gives an incorrect nmeaning, while
"heavy" as a nodifier of "cigar snoker" gives a
reasonabl e phrasal neani ng.

16



I n anbi guous segnents such as "giant shrinp cocktails,"”
par si ng according to the above two principles gives only one

parse tree. The parser uses the first acceptable
modi fication grouping consistent with left-to-right
processi ng. Therefore, w th anbiguous phrases it never

considers a second interpretation. People, however, give one
of two equally likely interpretations: 1) a shrinp cockt ai
which is giant or 2) a cocktail nade of giant shrinp.

Linguistic: |.A 1. Noun/verb
. A 2. Noun/adjective
. A 3. Noun/participial adjective
I.C 1. Noun phrase structure

17



SI NGLE- UTTERANCE | SSUES
Identification of Syntactic Units
Exenplar 1.A (#3)
Pr obl em
The U S. fight in Vietnamis hopel ess.
(adapted from Gershman, 1982, p. 185)

Di scussi on

Thi s exanpl e shows the inportance of collecting potenti al
parse trees and disanbi guating words based on the overal
syntax of the sentence. "Fight" can, in general, function as
either a noun or a verb. In the above exanple, until the
word "is" is read, we do not know whether to take "fight" as
a verb or a noun.

The noun/verb anbiguity of "fight" neans that the syntax
of "The U. S. fight in Vietnam' is anbiguous. One syntactic
probl em posed by the noun/verb anbiguity of "fight" is
difficulty in determ ning what the head noun of the subject

noun group is. The head noun of a noun group usually
i ndi cates the base concept of the group. Thus, recognizing
the head noun is a key task for a parser. Head nouns are

generally followed by non-nouns because the head noun is
usually the last word of a noun group and nbst noun groups
are followed by non-nouns: verbs, prepositions, articles,

etc. Therefore, in a left to right parse of the above
exanple, if "fight" is taken to be a verb, then the head noun
is "US"; if "fight" is taken to be a noun, then "fight" is

t he head noun (foll owed by the preposition "in").

Linguistic.: 1.A 1. Noun/verb
I.C. 1. Noun phrase structure
|.C 11. "Garden path" sentences

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax

18



S| NGLE- UTTERANCE | SSUES
Identification of Syntactic Units
Exenplar 1.A (#4)

Pr obl em
U S. Assistant Secretary of State Marshall Geen...
(Gershman, 1982, p. 186)

D scussi on

In many strings such as "Angry doctors in Boston...,'

prepositions nmark the end of a noun group. |In some cases,
however, the prepositions cannot be interpreted as signaling
the end of a noun group. |In the exanple above, "Secretary of

State" should be parsed as a constituent of the noun group,
rat her than having the noun group stop after "Secretary."

There are two ways in which this problem m ght be handl ed.
One way is to have the lexical entry for "Secretary" store
i nformati on about possible phrases that it could be part of.
The other is to have the parser |ook first for special phrases
like "Secretary of State." The first approach assunes that we
have a list of all likely phrases. The second leads to a
conbi natorially expl osive parsing problem

Linguistic.: |.C 1. Noun phrase structure

Cogni ti ve-psychol ogical: 1.A Processing syntax
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S| NGLE- UTTERANCE | SSUES
Identification of Syntactic Units
Exenplar 1.A (#5)

Pr obl em

Doct or Dana Bl auchard, the nedi cal examnm ner..
Amherst, a small town in Massachusetts...

(Gershman, 1982, p. 188)

D scussi on

In order for the parser to process the appositives in the
exanpl es above, it nust be able to (1) determine if the
appositive relation is in fact the correct one and (2) if it
is, merge the properties indicated by the two noun groups
into one representation.

I dentification of an appositive structure is not
straightforward. There is no uniquely identifying syntactic

structure characteristic of appositives. The only
i ndi cations of apposition are adjacency of noun groups and
separation by commmas. But as the segnent "Doctor Dana

Bl auchard, the dentist, and the insurance sal esman” shows,
adj acency and commas are not sufficient to specify an
apposi tive.

To understand an appositive, a parser nust nerge
properties indicated by the two noun groups into one
consi stent concept or representation. Because this
representation nust be internally consistent, parsing
difficulties may arise if specific characteristics of the two
noun groups are contradictory (e.g., the first noun group is
animate and the second inani nate).

Linguistic. 1.C 7. Appositive

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Identification of Syntactic Units
Exenplar 1.A. (#6)

Pr obl em
John Smth, 33, was el ected.

(Gershman, 1982, p. 187)

Di scussi on

Modi fiers of proper nanmes (ages, addresses, occupations)
often have special structure and special conventions for
their use. For exanple, the "33" in nbost Anerican newsprint
refers to age, but in Uruguay it would refer to the nunber of
a political party. Because these nodifiers are idiosyncratic
and specific to particular uses, they require very specific
processi ng routines.

Linguistic: 111.C Ellipsis

.a. List attributes

Cogni ti ve-psychological: 1.C. 6.b.5
I.C 6.Db. 4. I dentification
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S| NGLE- UTTERANCE | SSUES
Identification of Syntactic Units
Exenplar 1. A (#7)

Pr obl em

Wat er punp pul | ey adjustnent screw threads damage report
sumary

(Val tz, 1982b, p. 24)

Di scussi on

Even though a system may understand a | arge nunber of
wor ds, the words may be conbined into syntactic units in a
way that reflects not just grammatical correctness, but also
real -world structure specific to a particular concept. The
exanpl e above is a | arge noun group where the neani ng of each
of the individual words is fairly concise, but the internal
syntactic structure and the neani ng of the phrase cannot be
found by strict grammatical conbination. This exanple points
out that in order to understand a phrase, a parser has to
consider not only the order of the words, but the parts of
machi nery and their relationships.

Linguistic: 1.C 1. Noun phrase structure

Cogni tive-psychological: 1.C 2.b. Wrld know edge: MOPs
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#1)

Lexi cal

Probl em

(1) Wiile | was driving home, | ran into a parked car.

(2) Wiile | was driving honme, | renenbered | needed sone
m k. I ran into a Seven-El even and picked up a half-
gal | on.

(3) John was racing down the street trying to catch a bus.
Al'l of a sudden, his neighbor Fred stepped out of a
doorway into his path. John ran into Fred and knocked
hi m down. Fortunately, he wasn't hurt.

(4) After not seeing Fred for years, John ran into him at
t he Seven- El even.

(Bi rnbaum 1985, pp. 815-820)

D scussi on

The phrase "ran into" has different nmeanings in different
si tuations:

) it neans a vehicle accident took place.

) it nmeans that sonmeone changed | ocati on quickly.
) it means a collision between two peopl e.

)

|
|
|
I it neans a coi nci dental encounter.

35 33535
A OWN P

NN

An under stander nmust have know edge of the possible
nmeani ngs and the ability to use context information to choose
the right interpretation.

Linguistic: 1.B.1.b. Verb

Cogni ti ve-psychological: 1.C 2.c. Wrld know edge: Experiential
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar |1.B. 1. (#2)

Lexi cal

Probl em

(1) I have a new car.

(2) I have a friend.

(3) | have good news.

(4) | have a cold.

(5) I had breakfast.

(6) This shirt has a nice color.
(Steinecker & Trost, 1983, p. 628)

Di scussi on

Wrds |ike "have" are highly anbiguous. |In addition to
t he neani ng of "possessing an object,” "have" al so indicates
much nore abstract relationships between the other
constituents of the phrase. 1In the exanple above, one sense
of "have" is that the person is sick; another is that he ate
a nmeal; and still another is that one of the properties of an
object has a certain value. It is difficult to define al
possi bl e neani ngs of highly pol ysenous words |ike "have."

Linguistic: 1.B.1.b. Verb

Cogni ti ve-psychol ogical: |.B. Processing semantics
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#3)

Lexi cal

Pr obl em

(1) The gane was so | opsided that Fred got bored and wal ked
hone after the seventh inning.

(2) The pen was in the box along with assenbly instructions.

(Bi rnbaum 1985, p.817)

Di scussi on

Many Al systens use sone sort of frane-based approach to
di sanbi guat e words. The basic idea is that certain words
have different neanings within a particular frane. For
exanpl e, "hone" within the baseball frame neans "hone plate,"”
even though in general "home" is the place where one resides.
In (1), however, even though the baseball frame is active,
"hone" has the latter nmeaning. Simlarly, while "pen" within
the "box" frame neans a witing inplement, in (2) it is
likely to be a playpen, since pens are not usually assenbl ed.

Note: See Exenplar |1.B.1. (#4) for another exanple of this
processi ng probl em

Linguistic: 1.B.1.a. Noun

Cogni ti ve-psychological: 1.C 2.a.1. Scripts: Single
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar |1.B. 1. (#4)

Lexi cal

Pr obl em

(1) Nadia's new car is a |l enon.

(2) Nadia's new car is the color of a | enon.

(H rst & Charniak, 1982, p. 95)

D scussi on

Lenon has two neani ngs. In (1) it neans a poorly nade
car. In (2) it neans a snmall, sour, yellow fruit. Usually a
frame or script is used to disanmbiguate such words. |[If the
word appears in the eating context, the "small yellow fruit"
meaning is selected. |If the word appears in the autonobile
context, the "poorly nade car" nmeaning is selected. However,
in (2), the disanbiguation technique fails.

Note: See Exenplar |1.B.1. (#3) for another exanple of this
processi ng probl em

Linguistic: 1.B.1.a. Noun

Cogni tive-psychological: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar |1.B. 1. (#5)

Lexi cal

Pr obl em

(1) Aman threw up a ball.
(2) A man threw up dinner.

(Small, Cottrell, and Shastri, 1982, p. 248)

D scussi on

The meaning of "threw up" differs in the two exanples

above. In (1) it neans "to propel into the air.” 1In (2) it
means "to vomt." The object following "threw up"
di sanbi guates it. That is, the neaning cannot be determ ned
until the object following "threw up" is identified. A

parser would retain both neanings of "threw up" until the
obj ect is known.

The problemw th the two possi bl e neanings of "throw up”
is conplicated by the fact that one neaning of the adjacent
words "throw up" is more common than the other. After
reading "throw up,"” the reader interprets it to nmean "vomt"
and expects either a null object or a food object to follow
A reader does not expect an object |ike "ball" because, when
tal ki ng about objects that are hurled through the air, it is
nore common to place them before the particle "up,” as in
“throw a ball up,” than it is to put themafter the particle
as in "throwup a ball.” This first usage is unmarked, the
second mar ked.

Linguistic: 1.B.1.b. Verb

Cogni ti ve-psychological: 1.C 2.c. Wrld know edge: Experiential
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar |1.B. 1. (#6)

Lexi cal
Pr obl em
(1) I Iive out of town.

(2) I hit her out of anger.
(3) I threwthe ball out of the w ndow.
(4) The statue is nade out of narble.

(W1ks, 1975, p. 264)

D scussi on

The phrase "out of" is highly anbi guous. In (1) it
refers to an object's location relative to another object.
In (2) it refers to the relationship between an enotion and

an action. In (3) it refers to a |location an object passed
through. Finally, in (4) it refers to the material an object
is made of. Transl ating these sentences into another

| anguage could potentially result in "out of" being
translated into words or phrases with four different
nmeani ngs.

Linguistic: 1.C 2. Prepositional phrase attachnent

Cogni ti ve-psychological: 1.C 2.c. Wrld know edge: Experiential
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar |1.B. 1. (#7)

Lexi cal

Pr obl em

(1) Mary is going to John.
(2) Mary is going to the john.
(3) A hooker is going to a john.

Di scussi on

There are three senses of the word "john" used in the
exanpl es above: (1) a proper nane, (2) the euphem sm for
toilet, and (3) the slang term for the custonmer of a
prostitute. To select the proper sense a parser has to
consider both local information and context provided by the
sent ence. The local information in the sentence is the
capitalization and determ ner: capitalization indicates a
proper nane, the definite article indicates a comobde, and
the indefinite article indicates the custonmer of a
prostitute. The third exanple shows how the contextua
i nformati on provided by "hooker" can also be used to sel ect
t he word sense.

Linguistic: 1.B.1.a. Noun
l.B. 2. I di omati c phrases
Cogni ti ve-psychological: 1.C 2.a.2. Scripts: Miltiple
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar |1.B. 1. (#8)

Lexi cal

Pr obl em
She wal ked t owards t he bank.

(Wnograd, 1983, p. 92)

D scussi on

In the exanple, the word "bank" has at |east two possible
meani ngs. "She" could be walking toward a financial
institution or the side of a river. Note that the syntactic
parse doesn't change with the sense. For both senses, "the
bank" is the object of the prepositional phrase follow ng the
verb. The sentence doesn't provide enough context to
di sanbi guate the neaning, so parsers that assign a semantic
value to "bank" have to be able to delay or undo an
assi gnnment when the context becones avail abl e.

Linguistic: 1.B.1.a. Noun

Cogni ti ve-psychol ogi cal: 1.B. Processing semantics
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#9)

Lexi cal

Pr obl em

(1) He called up his poor old I onely nother.
(2) He called up the stairs to his nother.
(3) He called her up long distance tw ce a week.

(1 and 3 from Wnograd, 1983, p. 136)

D scussi on

Exanples |like this show that the |exicon has to contain
nore than just single-word entries. A single-word entry for
"call" is sufficient to process example (2), but if the
parser does not have a separate lexical entry for "called
up," it will run into problens with exanples (1) and (3). In
the first sentence "up his ...nother" mght be treated as the
direction that he is calling, as in "called up the stairs" in
(2). Recognizing that this interpretati on doesn't nmake sense
is one clue for a phrasal interpretation.

The parser could list idions as static phrases (lists of
words). But as these exanples illustrate, an idiom can be
separated ("called her up") and retain its meaning.

Anot her option is to have lexical entries contain
variables. Thus the entry for "called up" would be "called
?x up,” where "?x" resolves to a human ("called John up"), a
pronoun ("called her up"), or null ("called up"). |In this
case, the parser has to find the m ssing object of the call
Thi s general approach is characteristic of phrasal parsers.

Linguistic. |1.A 7. Preposition/particle
|.C. 4. Phrasal verb structure

Cogni tive-psychological: 1.C 2.d. Wrld know edge: Conceptua
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#10)

Lexi cal

Probl em
A tiger ran quickly through the jungle.
(Waltz, 1982b, p. 24)

D scussi on

The word "quickly" has no specific neaning beyond the
sense that the tiger ran faster than usual. What is
"qui ckly" for a cow mght not be "quickly" for a tiger. What
is "quickly" for a tiger in the jungle mght not be "quickly"
for a tiger in an open area. Understanding "quickly" depends
on using the full context given.

Linguistic. 111.L. Adjectivel/adverb range

Cogni ti ve-psychological: 1.C 2.a.1. Scripts: Single
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#11)

Lexi cal

Pr obl em

(1) D d any plane crash nore than five tines |ast nonth?
(2) Dd any plane have nore than 10 hours of nmai ntenance | ast
nmont h?

(Waltz, 1982b, pp. 25-26)

Di scussi on

These exanples show that even in a limted context
(mlitary planes and their mai ntenance records), there can be
difficult problenms of anbiguity. Here, "plane" can nean
ei ther an individual plane or a class of planes (F-14, A-7,
etc.). Choosing the correct neaning of an anbi guous word
often requires access to considerable and detailed world
know edge. In (1), we assume that it neans the class of
pl anes because it is unlikely that an individual plane would
be allowed to continue flying after five crashes in a nonth.
But in (2), 10 hours of maintenance is too small a nunber for
an entire class, so "plane" probably nmeans individual plane.

Linguistic: 111.E Generic noun phrase

Cogni ti ve-psychological: 1.C 2.a.1. Scripts: Single
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#12)

Lexi cal

Pr obl em

) John gave Mary a book

) John gave Mary a ki ss.

) John gave Mary a chance.
) John gave Mary a cold.

) John gave in.

) John gave a | augh.

) John gave noti ce.

-7 from R esbeck, 1982, pp. 39-40)

D scussi on

The wusual nmeaning of the verb "to give" involves a
transfer of possession as in (1). For use in a natural
| anguage understanding system this definition must be
augnented with the role of the actors in the giving (the
subject and object of the verb), and how potentia
prepositional phrases fit into the giving. This type of
definition will provide a useful parse for "John gave Mary a
book, " but none of the other exanples above use "gave" in the
transfer of possession sense. Systens that have "transfer of
possession” for the lexical entry "gave"” will cone up with an
I ncorrect representation for giving a kiss, a chance, or a
col d.

The various neanings for "gave" can cone about from
di fferent ways of generalizing or extending the basic notion.

In (4) the wunderstander can imagine John literally
transferring the cold viruses. In (2) and (3) the
under stander can reify "kiss" and even "chance" and i nmagi ne
them being given to soneone. In (6) and (7) the use of

"gave" indicates that John is transferring sonething away
fromhinsel f w thout specifying a recipient.

34



Al t hough these semantic extensions can sonetines be
explained, in general it is difficult to guess what extension
is being nade. For exanple, in (5) the expression "gave in"
i ndi cates that John has surrendered possession rather than
sonmeone el se necessarily taking possession. GCenerally these
uses have becone idiomatic, and a parser sinply has to know
the particul ar meani ngs.

b. Verb

Linguistic. 1.B
B | di omati c phrases

. 1.
. B. 2.
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Cogni ti ve-psychol ogi cal: 1.B. Processing senantics
S| NGLE- UTTERANCE | SSUES

Anbi guity
Exenplar 1.B. 1. (#13)

Lexi cal

Pr obl em

(1) John asked Mary to marry him He gave her a ring.
(2) John wanted to talk to Mary. He gave her a ring.

(R esbeck, 1982, p. 41)

Di scussi on

These are exanples of sentences that give lexically
expectation-based systens a hard tine, and show that
expectations based on context are necessary for
di sanbi guation as well. In the sentence "He gave her a
ring," "ring" could be a phone call or a finger ring. Having
expectations associated wth "gave" does not help to resolve
this anbi guity because each readi ng corresponds to a sense of
"gave." In order to interpret the sentence "He gave her a
ring," the context provided by the previous sentence needs to
be i nvoked.

The problem with applying context, however, is
recogni zi ng when and how such information should be applied.
In a novel there may be hundreds of previous sentences, each
evoking its own context that could be applied to a case of
| exi cal ambiguity. |In the exanples above, it should be noted
that the second sentence is an enablenment of the first
sent ence.

Linguistic: 1.B.2. ldiomatic phrases
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#14)

Lexi cal

Pr obl em

(1) There was renewed fighting today between |sraeli and
Syrian forces. Syrian soldiers fired nortars at |srael
positions in the Golan Heights.

(2) Bill fired clay pots at 300 degrees.
(3) The boss fired John at 3 this afternoon.
(4) The boss fired John at the conpany headquarters.

(1-3 from DeJdong, 1982, pp. 163-164)

Di scussi on

These exanples show anbiguity not just in the verb
"fired" but in the preposition "at." As suggested by (1), a
simple rule would be that "fired at" nmeans "shot." But as

(2) and (3) show, "at" can have other neanings than the
target or direction of "fired"; the presence of an "at"
phrase cannot be taken as evidence that in this case "fired"
means "shot." As (4) shows, even restricting the object of
"at" to a location does not allow us to distinguish between
t he possi ble nmeanings of "fired" as "shot" and as "term nated
enpl oynent . "

Linguistic: 1.B.1.b. Verb
. C 2. Preposi ti onal phrase attachnent
Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#15)

Lexi cal

Pr obl em
The astrononer married a star.

(Waltz & Pollack, 1984, p. 338)

D scussi on

When people read this utterance, they sonetines initially
take "star" to nean a celestial body, giving the sentence a
possi bly hunorous neaning. This is because the word
"astrononer" activates an astronony frane. The correct
meaning of "star" as an actor or actress is reached only
after the initial nmeaning is realized to be nonsensical .

In this exenplar we see that although a word may have
specific associations within a particular frame, it is not
al ways the case that these associations are realized when the
frame is active. The parser nust be able to alter a usual
nmeaning to fit the situation of a particular sentence.

Linguistic: 1.B.1.a. Noun
Cogni ti ve-psychological: 1.A 4.b.2. Franme or script-based:

Indefinite reference
I.C 2.d. Wrl d know edge: Conceptua
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#16)

Lexi cal

Pr obl em

Ret ur ned bonbs to eneny ship.
(Granger, 1983, p. 194)

D scussi on

In this sentence "returned" can nean "fired back at" or
"gave back" (peaceably). This sentence can be di sanbi guat ed

by considering the normal goals of actors. Mlitary
personnel do not normally turn over control of weapons to
enen es. This assunption could be overridden by further
cont ext .

Linguistic: 1.B.1.b. Verb

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#17)

Lexi cal

Pr obl em

(1) The pen is in the box.
(2) The box is in the pen.

(Bar-Hillel, 1964, p. 175)

D scussi on

The problemis how the word "pen"” can be recognized as a
witing inplenent in the first sentence, and a playpen or
stockpen in the second. To do the di sanbi guation, the system
has to realize the relation between the size and | ocation of
typi cal exanples of the objects. If the system knows that
typical exanples of witing pens are small conpared to
typi cal boxes which in turn are small conpared to typical
pl aypens, it can nake an inforned guess about the neanings in
each case.

Linguistic: 1.B.1.a. Noun

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#18)

Lexi cal

Pr obl em

(1) Have the students who were tardy take the exam
(2) Have the students who were tardy taken the exanf?

(Wnograd, 1983, p. 369)

D scussi on

The problem here is deciding whether "Have" is the main
verb as in (1) or an auxiliary verb as in (2). The decision
cannot be made until nost of the sentence has been read and
ot her conponents recogni zed. The noun phrase "the students
who were tardy" can be the object as in (1) or the subject as
in (2). Only when "take" or "taken" has been identified as

the infinitive or past participle will "Have" be understood.
The parser nmust be able to suspend the decision about "Have"
and continue to parse other terns. |In general, there is no a
priori upper bound to how long the decision will have to be
suspended.

Linguistic: 1.A'5.  Verb/Auxiliary

|.C 11. "Garden path" sentences

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#19)

Lexi cal

Pr obl em

(1) He cut the roll
(2) Look at this cut.

(1 fromCottrell, 1985, p. 209)

D scussi on

The word "cut"” can be either a verb, as in (1) above, or
a noun, as in (2). The word "cut" also has several different

meani ngs as a verb. It can nean dividing an object into nore
than one piece; it can nean failing to attend, as in "He cut
class this nmorning.”" The word "roll" is anbiguous as well.
It can be a verb, as in "roll the ball"™ or a noun, as in the

sent ence here.

Linguistic. |.A 1. Noun/ ver b
|.B.1.b. Verb
Cogni ti ve-psychol ogi cal: 1.B. Processing senmantics
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#20)

Lexi cal

Pr obl em

(1) The table rocks during the earthquake.
(2) The granite rocks during the earthquake.

(Lesnmb & Torasso, 1985, p. 776)

Di scussi on

In both (1) and (2), "rocks" means that sonething is
shaki ng back and forth. \Wen people process (2), however,
"rocks" is often first attached to "granite" as a noun and
then changed to its verb nmeaning either when "during" is
heard or when the end of the sentence is reached. The parser
must be able to handle the anbiguity between the noun and
ver b meani ngs.

.A.1. Noun/verb
.C.1. Noun phrase structure
.C. 11. "Garden path" sentences

Lingui stic: |
I
I

Cogni ti ve-psychological: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#21)

Lexi cal

Pr obl em

(1) What does it taste like?
(2) What taste does it like?

(Wnograd, 1983, p.4)

D scussi on

In (1) the speaker is requesting a conparison of flavors.
In (2) the speaker is requesting information regarding some
unknown taster's preference. The anmbiguity in these exanples
cones from part-of-speech anbiguity. "Taste" can be a noun
or a verb and "like" can be a verb or a preposition. Here
the sentences are disanbiguated by word order and syntactic
structure since the two sentences have exactly the sane
wor ds.

Linguistic: 1.A. 1. Noun/verb
|.A 6. Verb/preposition

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 1. (#22)

Lexi cal

Probl em
| saw that gasoline can expl ode.

(Wnograd, 1983, p. 93)

D scussi on

This exanple is ambiguous due to the nultiple parts of
speech of "can." In one reading "can" is a noun, and the
noun phrase "gasoline can" is the thing that is exploding.
In the second reading, "can" (with the neaning "be able") is
t he nodal auxiliary of the intransitive verb, so the neaning
of the sentence is that gasoline is able to explode. There
is no way W thout nore context to determ ne which reading is
correct, so a parser has to be able to produce both.

Linguistic: 1.A 9. Denonstrative/conplenentizer
|.C. 10. Syntactic anbiguity

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 2. (#1)

At t achnent

Pr obl em

John nmade his password secret.

(Gershman, 1982, p. 186)

D scussi on

This sentence illustrates a problemin identifying noun
groups. The word "secret" can be a noun or an adjective.
The general rule for noun groups says that the adjectives
conme before the nouns. A sinple interpretation would then be
that the sentence refers to a "password secret” as a single
item as in "screwdriver handle.” But the systemvery likely
does not have know edge of such a thing as a "password
secret."”

The correct interpretation can be derived from
expectations based on "made." "Made" is polysenous and
appears often in idions and fixed phrases, but one sense is
seen in the form"X made Y Z," neaning that "X changed the
state of Y to Z" or "X gave Y the property Z. " This sense
mat ches the adjective use of "secret" and gives the correct
sense of the sentence. If there is no such thing as a
"password secret,"” this seens to be the only acceptable
interpretation.

Linguistic. |.A 2. Noun/ adj ecti ve
|.B.1.b. Verb
|.C. 10. Syntactic anmbiguity

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar |.B. 2. (#2)

At t achment

Probl em

(1) I heard an earthquake singing in the shower.
(2) I heard an earthquake sing in the shower.
(Wl ks, 1975, p. 270)

D scussi on

Even though (1) is ill-formed and should contain "while,"
semantic constraints which indicate that earthquakes do not
sing nor do they take showers allows for the determ nation
that the speaker is the one singing in the shower. [If the
string were "I heard an earthquake while singing in the
shower," the proper vehicle for attachnent would be in place
and there would be no anbiguity.

In (2), it is not possible that "sing" is functioning as
an adverb as "singing" is in (1). The only interpretation of
"sing" is that the earthquake is singing. In this case, the
semantic constraints on "earthquake" |ead to the
determ nation that the string is unacceptable because it
makes no sense.

Linguistic: 1.C 3. Participial nodifier attachnent
|.C. 10. Syntactic anbiguity

Cogni tive-psychological: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 2. (#3)

At t achnent

Pr obl em

(1) ...the old nen and wonen...
(2) ...the old nen and wonan. ..
(3) ...the old nen and their dogs...

(Wnograd, 1983, p. 92)

D scussi on

The problem in the first phrase is determ ning whether
just the nen are old, or both the men and wonen are old. In
ot her words, does the adjective nodify the whole conjunct
(the old nen and wonen) or just the noun imediately
followng (the old nen and wonen).

Exanpl es (2) and (3) show noun phrase conjunctions where

the adjective attachnent is not a problem In "the old nen
and woman," the nmen are old and the woman is not. This is
determ ned by the plural vs. singular in the conjunct. I n
par si ng noun phrases, this type of distinction can be used to
make the correct attachnent. In "the old nmen and their
dogs," the possessive pronoun is used to nmark the dogs as
bel onging to the men. In this case there is no anbiguity.

Linguistic: 1.C 1. Noun phrase structure
|.C 10. Syntactic anbiguity
l. F.

Il Scope of nodifier

Cogni ti ve-psychol ogical: 1.A Processing syntax
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S| NGLE- UTTERANCE | SSUES
Anbi guity
Exenplar 1.B. 2. (#4)

At t achnent

Pr obl em

Bl anche: Gacie! Were did you get all these lovely flowers?

G aci e: Well, George told ne Betty was in the hospital and
that | should go visit her and take her flowers. So,
when she wasn't | ooking, | did!

(Ri esbeck, 1982, p. 41)

D scussi on

Thi s exchange, taken from the George Burns and G acie
Al'len tel evision show, plays off the dual neaning of "take"
and the dual interpretation of "her"” in the phrase "take her
flowers.” The understanding of "take" that is expected is
that Gracie should take flowers to Betty. This is what
peopl e usually do when they visit someone in the hospital
The reading that Gracie uses is to take the flowers from
Betty. The anbiguity in the phrase is also a function of the
attachnment of "her." If "her" is the indirect object of the
verb and "flowers" is the direct object, then we have the
first reading. The second reading has "her" as a possessive
on flowers, so "her flowers"” is the direct object of the
ver b. Due to the context, this anbiguity is not noticed
until Gacie nakes it explicit.

There are two issues that this exanple raises: (a) not
getting bogged down in resolving anmbiguity when it first
arises and (b) recognizing that the second reading is
hunor ous. Wth the pervasiveness of anbiguity in natura
| anguage, selecting a reading and conmtting to it, while
keepi ng ot her neani ngs avail able, should be done as the text
is being read. The problem of recognizing hunor in |anguage
is an open research area.

Linguistic. |.A 8. Pronoun/possessive pronoun
|.C. 10. Syntactic anbiguity

Cogni tive-psychological: 1.C 7.a. Expectation: O the speaker
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 1. (#1)

Preposi tional phrase

Pr obl em

(1) Joe bought the book that | had been trying to obtain for
Susan.

(2) Joe bought the book that | had been trying to finish for
Susan.

(3) The wonman wanted the dress on that rack.
(4) The woman positioned the dress on that rack.
(5) The wi ndow dresser wanted the dress on that rack

(1, 3, and 4 from Shieber, 1983, p. 700)

D scussi on

In (1) the preferred attachment of "for Susan" is to
"obtain" rather than to "bought,” but in (2) it is to
"bought." Because these sentences are identical except for
the use of "bought” or "finish," the different attachnents
reflect differences in the subcategorization properties of
t hese two words.

In (3) the preferred attachnent of "on that rack"” is to
"dress,"” referring to the current |ocation of the dress, but
in (4) the preferred attachnent is to "positioned" referring
to where the woman put the dress. This difference may be a
result of lexical differences between the verbs. However, as
(5) shows, a change of role for the subject will change the
preferred attachnment even with the same verb and sentence
structure (preferred attachment of "on that rack"” to
"wanted"). In speech, the attachnent in (5) mght be shown
by stressing "that."

Linguistic: 1.C 2. Prepositional phrase attachnent
|.C. 10. Syntactic anbiguity

Cogni ti ve-psychol ogi cal: 1.B. Processing semantics
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 1. (#2)

Preposi tional phrase

Pr obl em

(1) John bought the book which | had selected for Mary.
(2) John bought the book which | had selected at a | ower
price.

(Lesnmb & Torasso, 1985, p. 775)

D scussi on

In (1) the preferred attachnent of the prepositiona
phrase "for Mary" is to "selected.” Exanple (1) is taken to
mean that the book that John bought was the same one that |
had sel ected for Mary.

In (2) the preferred attachnent of the prepositiona

phrase "at a lower price" is to "bought."” Exanple (2) is
taken to nean that John bought the sane book | did, but he
paid a |ower price. In this case, the semantics of the

expressions involved is nore inportant than adjacency in
determning the preferred attachnent.

Linguistic: 1.C 2. Prepositional phrase attachnent

Cogni ti ve-psychol ogi cal: 1.B. Processing senmantics
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 1. (#3)

Preposi tional phrase

Pr obl em

John saw the child on a hill with a tel escope.

D scussi on

There are several possible interpretations of this
sentence whi ch correspond to several possible attachnents of
"wth a telescope.” Was the telescope the instrunment of
seeing? Was it with the child? O does "with a tel escope”
nodify hill, thereby distinguishing this hill from another?
Normally these nultiple possibilities are resolved by
context. In order to do this, a parser nust be able to apply
exi sting context, or it nmust be able to retain the nmultiple
possibilities until enough context appears. Tomta (1985)
di scusses a parser that deals with this kind of anbiguity.

Linguistic: 1.C 2. Prepositional phrase attachnment
Cogni ti ve-psychological: 1.C 1.b. Context: Non-mlitary
I.C 9. Poi nt of view of the speaker
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 1. (#4)

Preposi tional phrase

Pr obl em

(1) Ross drove to town with reckl ess abandon.
(2) Ross drove to town with Nadia.

(H rst & Charniak, 1982, p. 95)

D scussi on

In (1) "reckless abandon” is an instance of the manner
case of "drove." It further specifies the type of driving
done. In (2) "Nadia" is an instance of the acconpani er case
of "drove." It further specifies who was riding in the car.
Both are introduced with the preposition "with." An
under st ander nust be able to use semantic know edge to
resol ve the anbiguity.

Linguistic: 111.A Semantic case role

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 1. (#5)

Preposi tional phrase

Pr obl em

) | hit John in the park

) | hit John on the nose.
(3) I hit John in the stomach.

) | hit John on the beach

(1 and 2 from Schank, 1980, p. 245)

D scussi on

To understand these sentences, it is necessary to have
semanti c i nformati on about the object of the preposition.

In (1) the prepositional phrase provides the |ocation
where the hitting action took place.

In (2) the prepositional phrase describes the |ocation
that was hit. But the preposition used is not sufficient to
determne this. Consider (3) and (4).

Exanpl e 3 describes the object that was hit, using the
same preposition "in" that was used in (1) to describe the
action's | ocation.

Exanple 4 describes the location, wusing the sane
preposition "on" that was used in (2) to describe the object
that was hit.

Syntactic information is not sufficient to understand the
action's object and |ocation. To understand the sinple
sentences above, the parser nust be able to discrimnate
bet ween | ocations on the body and spatial |ocations where a
fight can take place. This can be done by accessing semantic
information through the |exicon.

Linguistic: 1.C 2. Prepositional phrase attachnent

Cogni ti ve-psychol ogi cal: 1.B. Processing semantics
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar |1.C 1. (#6)

Preposi tional phrase

Pr obl em

n m nut es.

(1) | read a story about evolutionin te
inthe last mllion years.

(2) | read a story about evolution

(Al'len, 1987, p. 315

Di scussi on
These sentences illustrate the problemof identifying the
attachnment of a prepositional phrase. 1In (1) the phrase "in

ten mnutes" refers to the tinme spent reading, and in (2),
the phrase "in the last mllion years" refers to the tine
over which the evolution took place. This is a form of
di sambi guation and, in this case, it cannot be done on
syntactic grounds. The system needs information about the
typical tine scales for events |like reading and evolution to
choose the correct attachnent.

Linguistic: 1.C 2. Prepositional phrase attachnent

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar |1.C 1. (#7)

Preposi tional phrase

Probl em

(1) John went to Boston.

(2) John Doe of General Motors...

(3) John broke the wi ndow with a hanmmer

(4) John dined to the sound of his favorite record.

(Gershman, 1982, p. 189)

D scussi on

These exanples illustrate four ways that prepositional
phrases can relate to the rest of the sentence.

In (1) the phrase is predicted by the expectations
associ ated with the verb

In (2) the phrase appears as a nodifier of the noun
phr ase.

In (3) the phrase provides an optional instrunmentality
for the action.

In (4) the phrase describes the environnent in which the
event described by the rest of the sentence is enbedded.

The problem is in deciding which of these usages is
appropriate for each sentence.

Linguistic.: 1.C 2. Prepositional phrase attachnent

Cogni ti ve-psychol ogical: 1.A Processing syntax
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar |1.C 1. (#8)

Preposi tional phrase

Pr obl em
The execution of convicted nmurderers...

(Gershman, 1982, p. 189)

D scussi on

Prepositional phrases are not restricted to nodifying
full clauses. In this exanple, the prepositional phrase "of
convicted nurderers” is attached to "execution.™ In this
case, "execution" includes an expectation that the victim
will be referred to by an "of" prepositional phrase.

Linguistic: 1.C 1. Noun phrase structure
|.C. 2. Prepositional phrase attachnent

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 1. (#9)

Preposi tional phrase

Pr obl em

(1) John was at the top of the nountain.
(2) The President of Uruguay...
(3) John Doe of General Motors...

(Gershman, 1982, p. 190)

D scussi on

The problem in these exanples is to determ ne the
relationship between the "of" phrases and the noun being
nodified. Wrds |like "top" or "president"” normally expect an
"of" phrase to follow. Top of what? President of what? The
expected phrase has an expected relation to the noun.
"President of X' refers to a top executive of X

In other cases the "of" phrase is unexpected. When
reading "X of Y" where X is a person and Y is an
organi zation, the parser nust use nore general heuristics to

guess the relationship between them e.g., "John Doe" and
"Ceneral Mdtors."

Linguistic: 111.H GCenitive phrase

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 2. (#1)

Q her

Pr obl em

(1) John saw the Grand Canyon flying to New York.
(2) The boy who hit Mary ran away.
(3) John gave Mary a book descri bing Persian rugs.

(Gershman, 1982, pp. 192-193)

D scussi on

Gershman identifies three problems in handling
participial phrases and relative clauses as postnom nal
nodi fiers: (a) finding the concept that the phrase is
nodi fying, for exanple, in (1), finding that "flying to New
York" nodifies "John" (or nore accurately the verb "saw')
rather than "the Grand Canyon," (b) organi zing the processing
of the nodifier, for exanple the sentence "The boy hit Mary"
and the relative clause of (2) should be handled in the sane
way, and (c) determ ning where the nodifying construction
ends and the higher |evel construction continues. The third

problemis illustrated by contrasting the second and third
sent ences. In (2), "ran away" is a continuation of the
hi gher | evel construction, whereas, in (3), "describing

Persian rugs” is a nodifier of "a book."

Linguistic: 1.C 3. Participial nodifier attachment

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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SI NGLE- UTTERANCE | SSUES
Modi fier Attachment
Exenplar 1.C 2. (#2)

Q her

Pr obl em

(1) The statenent that the el ection which he |ost ended his
career dismays him

(2) The only one who the fact that George resigned pleased
was Tom

(Bl ank, 1985, p. 752)

D scussi on

The problem with these sentences is in recognizing that
the ending verb phrase attaches to the begi nning noun phrase,
not to the enbedded noun phrase. In (1) what "dismays hint
is "the statement,"” not the "election which he lost." O her
i ncorrect candidates for attachnment include "the el ection”
and "his career.” In (2) the phrase "was Tom' connects to
the phrase "The only one"; "the fact" and "George" shoul d not
have the phrase attached to them

Linguistic: 1.C 9. Conplex sentence structure

Cogni ti ve-psychol ogi cal: |.B. Processing semantics
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 1. (#1)

Anaphori c

Pr obl em

(1) Arthur wants to see him
(2) Arthur wants to see hinsel f.
(3) Arthur wants sonebody to see him

(Wnograd, 1973, p. 153)

D scussi on

In (1) "hinl refers to sonebody other than Arthur. W
can resolve this referent from syntactic information. Mbst
verbs are preceded by the actor of the action and foll owed by
the object, which is usually assunmed to be soneone else
unl ess the object is reflexive. |If a reflexive pronoun is
used, such as "hinself" in (2), we know the action's actor
and the object are the same. Syntactic information is not
al ways sufficient to resol ve pronouns, however. In (3), from
a syntactic perspective, the pronoun "him" because it occurs
in an enbedded cl ause, mght or mght not refer to Arthur.
In this case, semantic information outside the sentence is
needed to resol ve the reference.

Linguistic: 111.B.1.a. Reference within the clause

Cogni ti ve-psychol ogi cal: 1.B. Processing senmantics
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 1. (#2)

Anaphori c

Pr obl em

W were afraid the mlk mght nmake the baby sick, so we
boiled it.

(Val tz, 1982b, p. 26)

D scussi on

In this exanple, "it," froma syntactic perspective, can
refer to either the baby or the mlKk. Resol ving the
reference requires nmaking a plausibility judgnent based on
common sense knowl edge. If the systemsinply chose the nost
recent possible reference it would give the wong answer.

Linguistic: 111.B. 1.f. Wrld know edge required to determ ne
ref er ent
Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 1. (#3)
Anaphori c

Pr obl em

(1) More students flunked than thought they woul d.
(2) More students flunked than they thought woul d.

(Wnograd, 1983, p. 185)

D scussi on

In the exanples above, the problemis to resolve the
reference of "they.” 1In (1) "they" refers to a subset of the
students who took the test. In (2) "they" refers to people
other than the students, perhaps the teachers. Explaining
this resolution depends on understanding the use of ellipsis
and a conplex set of references to groups of the students.
The conparison in (1) is between the subset of the students
who flunked and the subset of students who expected to fl unk.
In (2) it is between the subset who flunked and the subset
who soneone el se expected would flunk. These subsets have to
be created and the references resol ved.

Note: For further discussion of the problens of ellipsis in
t he exanpl es above see Exenplar |.F. (#4).

Linguistic: 111.B. 1.b. Quantified noun phrase referent
. C Ellipsis
Cogni ti ve-psychol ogi cal: 1.B. Processing senmantics
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 1. (#4)

Anaphori c

Pr obl em

(1) As | swng the hamer at the nail, the head flew off.
(2) As | hit the nail with the hamer, the head cane off.

(1 fromAlen, 1987, p. 315)

D scussi on

In these sentences, "the head" could refer to the head of

either the hamrer or the nail. But the head of the nail is
unlikely to fly off while the hammer is being swung.
Therefore, in (1), "head" probably refers to the hammer.

Exanple (2) is less clear. The inpact of the hamrer on the
nail could cause either part to break. However, since(2)
says "cane off," "the head" here probably refers to the head
of the nail since the head of the hammer com ng off woul d be
nore aptly described using a dynam c verb such as "flew off."
The system needs to have know edge about typical structure
and behavior of the tools and perhaps sone naive physics to
make this resol ution.

Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation

Cogni ti ve-psychological: 1.C 6.b.7.a. Cause and effect
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar |1.D. 1. (#5)

Anaphori c

Pr obl em

When we entered the kitchen, we noticed that the stove
had been |l eft on.

(Al'len, 1987, p. 346)

D scussi on

In this case, the system needs to know about things found
in, or associated wth, possible referents. This requires
that a reference to "kitchen" nmake avail abl e rat her extensive
knowl edge about kitchens, either by including the know edge
in some formof working nmenory or by including a pointer to a
| arger know edge base. The system nust be prepared to search
this know edge when | ocating "the stove."

Note: See Exenplar |I.D. 1. (#6) for discussion of a simlar

pr obl em
Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation
Cogni ti ve-psychol ogical: 1.C 2.a.1l. Scripts: Single
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar |1.D. 1. (#6)
Anaphori c

Pr obl em

Wen we entered the kitchen, we saw that the gas had been
left on.

(Al'len, 1987, p. 347)

D scussi on

This exanple shows the difficulty of any sinple approach
to reference resolution. The "gas" does not refer to kitchen
as a whole, but only to the stove. To handle this exanple,
t he system needs to have extensive know edge of kitchens and
of the conponents and functions of all of the objects
associated with kitchens. This raises the possibility of
conbi natorial explosion. |If some other elenent of a kitchen
could be powered by gas, the system m ght have to consider
all the possibilities and choose the nost |ikely reference.

Note: See Exenplar |.D. 1. (#5) for discussion of a simlar

pr obl em
Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation
Cogni ti ve-psychol ogical: 1.C 2.a. 1. Scripts: Single
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar |1.D. 1. (#7)
Anaphori c

Pr obl em

Samand Bill wanted to take the girls to the novies, but
they didn't have any noney.

(Wnograd, 1973, p.153)

D scussi on

In the sentence above, "they" refers to Sam and Bill.
Why doesn't it refer to the girls? Under standing this
referent requires cultural know edge. A person who takes
anot her person to the novies is usually expected to pay. One
enabl ement of the goal of taking sonmeone to the novies is
havi ng enough noney to pay for the tickets and perhaps for a
snack and transportation as well. Oher enablenents m ght be
that the other person wants to go, that it is possible to get
to the novies from wherever the people are, that there is a
novi e bei ng shown, and so on. Fromthis know edge, "they" is
understood to refer to the ones needing noney to pay for the
novies, in this case, Samand Bill.

Linguistic: 111.B. 1.f. Wrld know edge required to determ ne
ref er ent
Cogni ti ve-psychological: 1.C 2.e. Wrld know edge: Cultural
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar |1.D. 1. (#8)

Anaphori c

Pr obl em

The city councilnmen refused the wonen a permt because
(1) they feared viol ence.

(2) they advocated revol ution.

(3) they were Conmuni st.

(1 and 2 are discussed in Wnograd, 1972, p. 33 and Wiltz,
1982b, p. 14; (3) was discussed by Pylyshyn in a talk to the
Cogni tive Science Society, August 1986.)

D scussi on

These exanples illustrate the problem of resolving
pronoun references using world know edge. In (1) "they"
refers to the city council, and in (2) "they" refers to the
wonen. The sentences are structurally identical, so the
di sanmbi guati on depends on applying comopn sense know edge
about who "feared viol ence” and who "advocated revol ution.”
The di sanbi guati on cannot be done until the conplete clause
is parsed; what "they" are doing is a necessary conponent of
finding the referent. This world know edge nust be shared by
t he speaker and the listener. According to Pylyshyn, (3) was
used in a talk in Italy where the City Council was
predom nantly Comuni st. The exanple was puzzling to nost of
the |isteners.

Linguistic: 111.B. 1.f. Wrld know edge required to determ ne
ref er ent
Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 1. (#9)
Anaphori c

Pr obl em
The soldiers fired at the wonmen and several of themfell

(Wlks, 1975, p. 265)

D scussi on

To whom does "themt' refer, the soldiers or the wonen?
Most readers take "thenml to refer to the wonen. V\hy ?
Because they infer that when soneone is shot, he falls, and
the soldiers did the shooting, so it nust be the wonen that
fell. Knowl edge of the effects of shooting is needed to
resolve this pronoun reference. Notice that this is not
know edge associated with the individual words but instead
general world know edge associated with the action being
descri bed.

Linguistic: 111.B. 1.f. Wrld know edge required to determ ne
ref er ent
Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 2. (#1)

Non- anaphori c

Pr obl em

(1) ...the long-haired Swede who does not shave during the
course of the Wnbl edon.

(2) ...the world's best tennis player.

(Nadat hur & Joshi, 1983, p. 603)

D scussi on

Both of the phrases above are used to refer to Bjorn
Borg. To recognize the referent, it is necessary to apply
consi derable real-world knowl edge (in this case, know edge
about Bjorn Borg's personal habits and his proficiency at his
j ob) .

Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation

Cogni ti ve-psychological: 1.C 2.b. Wrld know edge: MOPs
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 2. (#2)

Non- anaphori c

Pr obl em
...the woman with the nmartini...

(Waltz, 1982b, p. 23; Perrault and Cohen, 1981, p. 222)

D scussi on

Using this definite description poses probl ens dependi ng
on the know edge state of the speaker and hearer. If the
woman has traded her martini for water, or, worse yet, has
her martini glass filled with water, and only one of the
speaker and hearer knows this, then how can the correct
reference be made? This exanple points out problens with
reference between speaker and hearer, where each has
different beliefs about (a) the context and (b) what their
conversational participant knows. An approach to this
problemis for the systemto keep a nodel of the person (or
user) it is conversing with separate from the nodel of the
wor | d. In this way differences between the participant's
beliefs and the system s beliefs can be distingui shed.

Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation

Cogni ti ve-psychol ogical: 1.C 5. Mdel used by the speaker
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 2. (#3)

Non- anaphori c

Probl em

(1) I want to neet the chairman of Chrysler
(2) I want to be the chairman of Chrysler.
(3) I want to be the Newton of Al.

(adapted fromAl I en, 1987 p. 355)

D scussi on

Resol ving definite references requires that the system

di stingui sh between referential and attributive uses. 1In (1)
"the chairman of Chrysler” refers to the current hol der of
that position, presently Lee lacocca. But in (2), the

speaker does not want to be lacocca but rather to hold the
job lacocca hol ds.

In (1) "the chairman of Chrysler” is said to be
referential because it refers to a specific object. In (2)
it is said to be attributive because it describes a
characteristic or set of characteristics. In (3) the use is

nmet aphorical, referring to the historical role that Newton
pl ayed i n physics rather than any particular job Newton hel d.
For exanple, it does not mean that the speaker wants to be
the Al equivalent of the director of the mnt in England.

Recogni zing the reference in the above cases requires
that the system be able to process several |evels of
abstraction, and especially for (3), to access world
know edge.

Li ngui sti c: 2.d. Definite noun phrase reference: Q her
1.

1. B.
[11.N. Met aphor

Cogni ti ve-psychological: 1.C 2.a.1. Scripts: Single
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 2. (#4)

Non- anaphori c

Probl em

(1) I own a dog. It has brown fur

(2) I don't own a dog. It has brown fur.
(3) I didn't see a nman | eave a bag.

(4) | don't own a dog. It was stolen.

(2-4 fromAl len, 1987, pp. 355-356)

D scussi on

Normal |y, a reference to an object, like "dog" in (1),
woul d cause the systemto create a correspondi ng object in
wor ki ng nmenory. The attenpted reference of "it" in (2)

should fail because there is no such dog. But it is very
difficult to make a general rule for these cases.

Sentence (3) could reasonably be followed by "but I heard

it," "It was a wonan who left it," "He left a box," "but Jil
saw him" "But | saw a man take one," or even, "But | see him
doing it now" The only thing being denied is the
conjunction of all the conponents. And as (4) shows,

sonetimes the denied object can be referred to |ater under
sone circunstances.

Linguistic: 111.B. 1.b. Quantified noun phrase referent

Cogni ti ve-psychol ogi cal: 1.B. Processing senmantics
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 2. (#5)

Non- anaphori c

Probl em
(1) Lions are dangerous.

(2) Ants are one of our nost durable life forns. They can
live in highly radioactive areas w thout problem

(3) The ant is one of our nost durable life forns. It can
live in highly radioactive areas w thout problem

(4) Each boy received a nodel airplane. They are al ways
good presents for 10-year-ol ds.

(Al'len, 1987, p. 356)

D scussi on

In (1) the reference is not to the set of all I|ions.
Many lions mght be tame. Rather, (1) creates a reference to
a generic or prototype lion and describes a stereotypical
feature for the generic lion. As (2) and (3) show, the
generic type can be created by singular definite or plura
indefinite reference and can be referred to by the
appropriate singular or plural pronoun.

As (4) shows, the generic class can be created by a
specific reference. The nodel airplanes nmentioned in the
first sentence are the specific set given to the boys. The
generic class can then be referred to later. The difficulty
is in recognizing that either "it" or "they" is referring to
the prototype and not to any specific object or objects. 1In
(4) "they" refers to the generic nodel airplanes, not just
t he ones given to the boys.

Linguistic: 111.B.1.c. Generic noun phrase referent

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar |1.D. 2. (#6)

Non- anaphori c

Pr obl em

(1) At the party, after each boy receives a present, he has
to go to the owner and thank himbefore he can open it.

(2) Each boy received a nodel airplane. They then took the
pl anes out to the field to try them out.

(3) Each boy received a nodel airplane. They are al ways
good presents for 10-year-ol ds.

(Al'len, 1987, p. 356)

D scussi on

In (1) the phrase "after each boy receives a present”
i ntroduces a set of boy-present pairs, with the phrase "each
boy" representing a variable ranging over the set of boys.
The system has to create these sets and then has to recognize
not only that both uses of "he" refer to that variable, but
that "it" refers to the present corresponding to the "boy"
vari abl e.

In (2) "they" refers directly to the set of boys created
by the first sentence. 1In (3) "they" refers not to the set
of airplanes created in the first sentence but to a generic
i nstance of these airplanes.

The parser nmust be prepared to deal with references of
t he types di scussed above.

Linguistic: 111.B. 1.b. Quantified noun phrase referent
[11.B.1.c. Generic noun phrase referent
Cogni ti ve-psychol ogi cal: 1.B. Processing semantics
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 3. (#1)

Di sti ngui shing anaphoric from non-anaphoric reference

Pr obl em

(1) Fred was discussing an interesting book in his class.
He is friendly with the author.

(2) Fred was discussing an interesting book in his class.
He is friendly with an author.

(Bien, 1983, p. 677)

D scussi on

In (1), "the author" refers to the author of the
"interesting book"” nmentioned in the first sentence. But in
(2), "an author" refers to the author of some other book.

The first use of "author"™ is anaphoric as indicated by the
use of the definite article and should be resol ved by | ooking
for possible authors already referred to. In this case, the
reference is indirect through the nention of book. The
second use is non-anaphoric as indicated by the use of the
indefinite article. In this case, the understander, person
or parser, should create a new instance of an author. The
word "author" is used differently, depending on the article
preceding it, and the understander has to be sensitive to
t hese differences.

Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation

Cogni ti ve-psychological: 1.C 2.b. Wrld know edge: MOPs
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 3. (#2)

Di sti ngui shing anaphoric from non-anaphoric reference

Pr obl em

(1) W are leaving for the city.
(2) W are leaving for a city.

(Wnograd, 1983, p. 4)

D scussi on

Use of a definite or indefinite article can indicate
whet her or not the speaker believes the listener knows the
object being referred to. |In the first exanple, by referring
to the place that they are leaving for as "the city," the
speaker inplies that the specific city is supposed to be
known to the |istener of the sentence, and that the speaker
wants the listener to keep the city in mnd. 1In contrast,
saying "a city" inplies that the speaker thinks that there is
no reason to specify the city for the listener

When a parser encounters a definite reference, it has to
try and find what is being referenced. A definite reference
can be resolved as a conventional usage, such as "the Cty"
for San Francisco or New York, or as sonething available from
context. The indefinite article mght inply a generalized
version of the object being referenced. The parser needs to
know whet her to search anbng its known objects or to create a
new obj ect.

Linguistic: 111.B.2.b. D scourse context relevant for
interpretation

Cogni ti ve-psychol ogi cal: 1.B. Processing senmantics
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 3. (#3)

Di sti ngui shing anaphoric from non-anaphoric reference

Pr obl em

(1) Rocky was shot to death by the policeman
(2) Rocky was shot to death by a policeman.

D scussi on

One use of definite and indefinite articles is to
di stingui sh between a general and specific class nenber.
Consi der the set of sentences as the first sentences of a
story. Wien Rocky is shot by "a policeman,” it is a genera
policeman who will not be a character in the story. The
indefinite article identifies the policeman as nothing nore
than an instance of the role, rather than an actual reference
to a person. On the other hand, the use of the definite
reference identifies "the policeman" as the person who shot
Rocky. There is a particular policeman in the story who can
be referred to | ater.

Linguistic: 111.B.2.b. D scourse context relevant for
interpretation

Cogni ti ve-psychol ogi cal: 1.B. Processing semantics
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 3. (#4)

Di sti ngui shing anaphoric from non-anaphoric reference

Pr obl em

(1) Fred was discussing an interesting book in his class. |
went to discuss a book with him afterwards.

(2) Fred was discussing an interesting book in his class. |
went to discuss a book with himafterwards. It appeared
| ater to be the sane book.

(Bien, 1983, p. 677)

D scussi on

The customary use of the indefinite article is to
introduce a new topic. Thus, the reference to "a book"” in
(1) would normally be taken to refer to a different book than
the "interesting book"” already referred to, and the system
woul d |likely create a new object in its database. But as (2)
shows, subsequent information m ght indicate that what was

t hought to be two books m ght be one book after all. What
appeared to be non-anaphoric reference m ght actually be
anaphori c. The system nust be prepared to reconcile

mul tiple, apparently distinct, references to an object.

Linguistic: 111.B.2.b. D scourse context relevant for
interpretation

Cogni ti ve-psychol ogical: 11.A Processing syntax
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 4. (#1)

Tenpor al

Pr obl em

John was | eavi ng on Thursday yesterday.

(Gover, 1982, p. 91)

D scussi on

"Thursday" refers to when John was planning to |eave.
"Yesterday" refers to the tinme when the know edge about

John's departure date was acquired. To arrive at this
meaning, It is necessary to understand the referents of
temporal relationships. The parser nmust be able to

mani pul ate nmultiple tine intervals, vague event durations,
and the pragmatic significance of the past progressive.

Linguistic.: 1.C 2. Prepositional phrase attachnent
.. Tenporal relations, causation

Cogni tive-psychological: 1.C 6.b.2.d. Denotation: Tine
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SI NGLE- UTTERANCE | SSUES
Ref er ence

Exenplar 1.D. 4. (#2)
Tenpor al

Pr obl em

(1) John said a week ago that Mary will |eave in 3 days.
(2) John said a week ago that Mary would | eave in 3 days.

(Yip, 1985, p. 809)

D scussi on

Each of these utterances is understood only when Mary's
supposed departure date has been conmputed. In (1), Mary wll
| eave three days fromnow. In (2), Mary was expected to have
| eft four days ago (three days after the time at which John
was speaking). An understander nust know enough about the
use of tenses to nmake the correct inferences.

Linguistic: 111.1. Tenporal relation, causation

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#1)

Probl em
Can you connect a video disk drive to the two negabytes?

(Carbonell & Hayes, 1983, p. 129)

D scussi on

In this case the user intends "the two nmegabytes” to nmean
"the conputer with two nmegabytes of nenory." This sort of
substitution is very common and is often not even seen by the
speaker as an error. In time these uses often | ose their
"met aphorical" quality and become standard. There are
systematic principles for metonymc reference and a
know edgeabl e understander should be able to nmake a
connection between "two negabytes" and the correspondi ng
conputer. The difficulty arises in know ng just how far back
to follow the association I|inks. Shoul d "two negabytes”
stand for the nenory, the conputer with the nenory, or the
system of which the conputer is a part? Often, these
di stinctions will be uninportant but the system m ght still
requi re extensive domain knowl edge to nmake that decision. 1In
nore conplicated cases, the system m ght have to query the
user to resol ve anbiguities.

Linguistic: 111.N 1. Metaphor

Cogni ti ve-psychol ogical: 1.C. 3.a. Domain specific know edge:
Techni cal
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#2)

Pr obl em

(1) The car drank gasoline and purred to itself.
(2) The car drank gasoline and the taxi diesel.

(Fass & W1 ks, 1983, pp. 184-185)

D scussi on

In processing the first clause of (1), "car" does not
satisfy the selectional restrictions on the usual neaning of
“drink." Extending "car" nmetaphorically will allow the

parser to handle both clauses in (1). However, it |eaves a
problemwith (2) where a separate extension has to be done

for "taxi." Processing (2) can be better handl ed by rel axing
the selectional restriction on "drink." This approach is
| ess satisfactory for (1). These exanples show the

i nportance of a good know edge base, conceptually organi zed,
for understandi ng semanti c extensions.

Linguistic: 111.N 1. Metaphor

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#3)

Pr obl em

A stack is an ordered list in which all insertions and
del etions occur at one end called the top.

(Wi schedel, 1983, p. 424)

D scussi on

The sentence above is adding information by defining a
new nmeani ng for the word "stack" as a special kind of |ist.
Presumably, the system already understands the notions
"l'ist,"” insertion,” and "deletion." Under st andi ng the
reference to "at one end" requires that the system not only
has the literal description of the list (as sone kind of data
structure), but also sonehow understands the "list as a
| inear structure"” netaphor. Understandi ng the netaphorica
use nmeans the understander nust be able to recogni ze the use
of this netaphor and understand how it applies to the rest of
the objects in the sentence.

Linguistic: 111.N 1. Metaphor

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#4)

Pr obl em

(1) You can kill a process by typing control C

(2) You can get into lisp by typing "lisp" to the shell

(3) To leave the mail program type "exit."

(4) Run a file through the spell program to check for
spel | i ng m st akes.

(Martin, 1986, pp. 728-729)

Di scussi on

Al'l four of these exanples contain netaphorical uses of
famliar words. For exanple, a process cannot be literally

"killed." In (1), "kill"™ means to stop a process from
runni ng. This kind of metaphor is used very often in
evol ving domains and an understander cannot always be
expected to possess all netaphors it wll encounter. I|nstead

t he understander nust be able to recogni ze the novel use of a
met aphor fromits know edge of the literal neaning of the
word and the context in which the word i s being used.

Linguistic: 111.N 1. Metaphor

Cogni ti ve-psychological: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar 1.E (#5)

Pr obl em

(1) John ate up all the food.
(2) John ate up the conplinents.
(3) Robbie's legs ate up the space between himand Susie.

(2 and 3 fromWaltz, 1982a, p. 86)

D scussi on

The word "ate" nmeans to consune food; "ate up" inplies
avidity and thoroughness as in (1). However, in both (2) and
(3) "ate up" is extended to objects other than food by

extendi ng aspects of its use in (1). 1In (2), the inplication
is still one of eager taking in, but in this case it is of
conmplinments, rather than food. In (3), "ate up" inplies a

t hor ough consunption not of food but of space. For a system
to understand these netaphorical uses, it nust have access to
know edge about these related aspects of the phrase and be
able to generalize nmeanings in one or more of these
di nensi ons.

Linguistic: 111.N 1. Metaphor

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar 1. E (#6)

Pr obl em

(1) Bow Valley junped 2 1/2 to 25.
(2) Ro Algomeased 1/2 to close at 39 1/2.
(3) Abitibi was up sharply, gaining 5 to 49 1/4.

(Kittredge & Mel'cuk, 1983, p. 658)

D scussi on

Al of the sentences above describe the change in the
value of an object, in this case, a share of stock in a
company. All involve using verb forns ("junped," "eased,"
"gaining") in a netaphorical sense to describe changes in the
val ues of stock prices. Further, the netaphor of price nust
be understood to follow a vertical scale, with energy being
needed to nove upwards, which explains why "junped” neans
increased and "eased" neans decreased. Finally, these
sentences are only understood when a representation of the
stock's new value and its change fromthe ol d val ue has been
conput ed.

Linguistic: 111.N 1. Metaphor

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#7)

Pr obl em

(1) Big as a barn.
(2) Sly as a fox.
(3) Dry as a bone.

(W&l tz, 1982b, p. 16)

D scussi on

Under st andi ng netaphor in natural |anguage is often a
probl em of finding an anal ogy between the two itens being
conpared. In these exanples, a degree of an attribute (big,
sly, and dry) is being described by reference to another
obj ect .

One approach to understanding these simles is to try to
maeke the anal ogy, as a system would have to do for nove
met aphoric usage. In the first case, we might reason that
barns are |l arge conpared to other buildings, so anything that
is "Big as a barn" would have to be large relative to other
nmenbers of the class being conpared.

A second approach is to list these simles as multi-word
entries or phrases in the I exicon with the netaphoric neaning
explicitly given. This approach is especially useful when

nmet aphori ¢ nmeani ngs are not readily apparent, such as "Sly as
a fox."

Linguistic: 111.N2. Smle

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#8)

Probl em
The thought escaped ne like a squirrel darting behind a tree.

(Waltz, 1982b, p. 24; from Ortony, 1975, p.49)

D scussi on

In the sentence above, the disappearance of thought is
being described in relation to the actions of a squirrel.
This nmetaphor is quite specific: it focuses on one possible
action of the squirrel (darting behind a tree) and not nany
possi bl e others (cracking a nut, chasing another squirrel,
etc.). Because the relation between thought and squirrel is
not extended to nultiple characteristics of thoughts and
squirrels but instead focuses on a single characteristic of
each--the disappearance of thought and the darting of
squirrel behind a tree--Waltz refers to this exanple as a
"smal | metaphor” (contrast with "large netaphor" in exenplar
|.E. 9). Note that there is no way to tal k about thought
ot her than metaphorically. Even to say that a thought
"escapes" is a netaphor since we have no literal |anguage to
descri be what thoughts actually do other than perhaps the
| anguage of brain neurol ogy.

Smal | netaphors are pervasive in |anguage use, but they
are very difficult to make sense of using only the linguistic

data in the sentence. The understandi ng of an anal ogy
involving even a specific event, like a squirrel darting
behind a tree, is difficult even though substantial world
know edge may be available. 1In this exanple, we are supposed

to think that the thought was present and then went away
qui ckly, not that the thought had a long furry tail still
visible or that the thought was terrified or hiding froma
pur suer .

Linguistic: 111.N2. Smle

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#9)

Pr obl em

Nati onwi de inflationary pressure coupled with a draining
of resources from the southeastern states by private
enterprise has frustrated efforts of the |ocal governnents to
fight poverty in these states.

D scussi on

In Valtz' terns, a "large netaphor” is an enconpassi ng
structural mappi ng between two domains (Waltz, 1982b, p. 24).
In the hydraulic netaphor for econom cs, noney is anal ogous
to water: it flows from place to place, is stored in
reservoirs, builds up pressure, etc. Econom c processes are
difficult to conceptualize since there are no concrete
objects to attach to the processes being described. Mny of
the ways of talking about these concepts are borrowed from
liquid processes. The anal ogy can be used instructively by
applying words fromthe liquid domain. These words give the
reader a way of wunderstanding the abstract concepts.
Under st andi ng words |ike "flow' and "pressure"” in an economc
di scussion requires making the structural mapping and
appl yi ng the mapping to econom c objects and rel ati ons.

Linguistic: 111.N 1. Metaphor

Cogni ti ve-psychol ogical: 1.C. 3.b. Domain specific know edge:
Ever yday
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#10)

Probl em
Eneny scudded bonbs at us.
(Granger, 1983, p. 193)

D scussi on

Often in casual usage, ©people wuse unusual or

idiosyncratic words. |In many cases the systemw || be able
to guess fromcontext a likely neaning for the word. In this
case, the conbination of "eneny," "bonbs" (weapons), and "at"

suggests that "scudded" neans that bonmbs were fired or
ot herwi se t hrown.

Linguistic: 1V.H Novel usage

Cogni ti ve-psychological: 1.C 2.a.1. Scripts: Single
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S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#11)

Pr obl em

(1) John picked up the foobaz.
(2) John wote with a foobaz.
(3) John used an ink foobaz.

(Keirsey, 1982, p.99)

D scussi on

After reading the three sentences above, it should be
clear that "foobaz" is a synonym for pen. However, none of
t he individual sentences alone provides enough information
for us to draw this conclusion. Sentence (1) suggests a
"f oobaz" could be any object. In both (1) and (2), John
could have picked up and witten with any witing inplenent,
e.g., a pencil. In sentence (3), a "foobaz" could be a
bl otter. As an understander reads these sentences, the
meani ng of "foobaz" nust gradually be refined from sone
object, to some witing inplenment, to a pen

Linguistic: 1V.H Novel usage/inventions

Cogni ti ve-psychol ogical: 1.C. 6.b.5.b. Conbine attributes

92



S| NGLE- UTTERANCE | SSUES
Met aphor and Novel Language
Exenplar |.E (#12)

Pr obl em

Native: Renenber the story of David and Goliath? David took
on oliath.

(Zernik, 1985, p. 171)

D scussi on

Suppose that a listener is famliar with "take" and "on"
but has never heard the phrase "take on."™ In this case, the
reference is clearly to sone event in the David and Coliath
story. Suppose the follow ng dial ogue takes pl ace.

Learner: David took Coliath somewhere?

Nati ve: No. David took on Coliath.

Learner: He took on him He won the fight?

Nati ve: No. He took himon. David attacked him
Learner: He took himon. He accepted the challenge?
Nati ve: Ri ght .

The Learner begins by assuming that "took"™ is the npst
i mportant word and ignores "on." But when this strategy
fails (as indicated by the Native's "no"), the Learner begins
to ook for aspects of the story to suggest possible new

meani ngs. For exanple, David' s defeat of Goliath is an
i nportant aspect of the story, so the Learner m ght guess
that "take on" mght nmean defeat. By the end of the

exchange, the Learner has acquired the neaning of this phrase
and used it to understand the original sentence.

Anot her approach to the problem would be to add the
phrasal verb "take on" to the |exicon.

Linguistic: 1.C 4. Phrasal verb structure

Cogni ti ve-psychol ogical: 1.C. 6.b.8.b. Explanation
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar |.F. (#1)

Pr obl em

(1) Load, read, and rewind the tape in that order.
(2) Metaphorically speaking, John's ideas are out of this
wor | d.

(Hayes & Carbonell, 1983, p.668)

D scussi on

The prepositional phrase "in that order"” is neant to
suggest a correspondence between the order of the | exical
items preceding it in the sentence and the order in which

they are to be executed. The phrase "metaphorically
speaki ng" is nmeant to suggest that "out of this world" is not
to be taken literally. Both of these phrases are

metal i ngui stic utterances; they refer to how the sentence
shoul d be interpreted by the reader.

Linguistic. 111.Q Metal anguage

Cogni ti ve-psychol ogical: 1.C. 6.b.6. Instruction
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar |.F. (#2)

Pr obl em

(1) Ceorge kicked the ball
(2) The ball was kicked by Ceorge.

D scussi on

The noun phrases "George" and "the ball"™ in the sentences
above have the semantic roles of actor and object
experiencing the action (hereafter referred to as object)
respectively. Generally in English, the noun phrase that
functions as actor is the grammtical subject of a sentence
and occurs first in the sentence; the usual word order is
actor before object. But systematic exceptions to this word
order occur in passive sentences.

A parser nust be able to identify the semantic rol es of
the noun phrases in a sentence as either actor or object.
| dentification of roles based on the sequential order of

actor before object works well in nost cases but will fail
for passive sentences. |In the active sentence (1) above, the
actor "Ceorge" precedes the object "ball," but in the passive

sentence (2) the order of actor and object is reversed.

One way the parser can handle passives is to recognize
them by the syntactic pattern they present. Wen a sentence

is identified as passive, the parser will know (1) that the
usual semantic role order is reversed: t he object noun
phrase precedes the actor noun phrase, if the actor noun
phrase occurs at all, and (2) that the object rather than the

actor is the grammatical subject of the sentence.

Linguistic: 1.C 5. Passive
1. A Semantic case role
Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar |.F. (#3)

Probl em
Bill, 1'"ve been asked to clarify the enclosed letter.

(Jensen, Heidorn, MIller, and Ravin, 1983, p. 151)

D scussi on

The word "Bill" could be inserted in many places in the
sent ence above. It would be unreasonable to wite gramrar
rules that match each possible insertion point. The parser
needs to understand the rest of the sentence and then see
"Bill" as a possible addressee. This requires a rel axed
parsi ng where constituents, whose roles are not at first
apparent, can be saved and anal yzed as the parse proceeds.

Linguistic. 1.C 8. Vocative

Cogni ti ve-psychol ogical: 1.B. Processing senmantics
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar 1. F. (#4)

Pr obl em

More students flunked than thought they woul d.

More students flunked than they thought woul d.

More students flunked than the instructor thought they
woul d.

—~ e~
WN
N N e’

(Wnograd, 1983, p. 185)

D scussi on

In the sentences above, various elenents are omtted from
t he subordinate clauses introduced by "than." The clauses in
which the ellipsis is grammatical follow a regul ar pattern of
conposition: either the subject of "thought” is omtted or
the subject of "would [flunk]” is omtted. Wen neither is
omtted, as in (3), the sentence is ungrammati cal .

Al t hough the sentences above show a regular pattern of
ellipsis, there is no general theory of ellipsis that
expl ains both these particular patterns and patterns in other
elliptical sentences. Wt hout such a general theory of
ellipsis, the parser nmust use specific regularities, such as
t hose noted above, to analyze each type of ellipsis
i ndependent | y.

Note: Exanples (1) and (2) al so present problens of anaphoric
reference. For a discussion see Exenplar |1.D. 1. (#3).

Li ngui sti c: .B.1.b. Quantified noun phrase referent

[11

[11.C Ellipsis

.G Conpar ati ve constructions
Cogni ti ve-psychol ogi cal: 1.B. Processing senmantics
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar 1.F. (#5)

Pr obl em

The inmpact of transformational grammar on nodern
I i ngui stics cannot be underesti mated.

(Ri esbeck, 1982, p. 50)

D scussi on

The interesting thing about this exanple is the contrast
between the way it is usually read and what it actually says.
The intent of the sentence, as uttered by a carel ess speaker,
is to say that transformational grammr has had a great
i mpact on |inguistics. However, if the inpact cannot be
underestimated, it neans that there was no inpact on nodern
linguistics. This sentence seens to be a blend of "cannot be
overestimated" and "should not be underestinmated.”

Should a system that reads text like this read it as a
human does, getting the intended nmeaning, or read nore
nmechanically, and get the literal reading? Should the system
be puzzled by this usage, figure out what the author nmeant to
say, and continue? These types of questions are outside the
scope of traditional |inguistics, but can be expected to
ari se when natural |anguage systens neet the real world.

Linguistic: 1V.G Unclear goa

Cogni ti ve-psychological: 1.C 6.b.8.d. Inplication
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S| NGLE- UTTERANCE | SSUES
Q her
Exenpl ar 1. F. (#6)

Pr obl em

(1) John Doe was arrested |ast Sunday norning after hol ding
up the New Haven Savi ngs Bank.

(2) A man entered the New Haven Savi ngs Bank about 10: 00
a.m Saturday norning and denmanded that a teller fill a
shoppi ng bag with noney. According to w tnesses, the
suspect took the noney to a parked car and drove off.
He was caught only mnutes |ater, however. John Doe is
being held at the police station in lieu of $50, 000.

(3) Police apprehended John Doe, a suspected bank robber, in
a drugstore in downtown New Haven. Doe was taken to the
New Haven police station where he is being held in lieu
of $50, 000 bond.

(Dedong, 1982, p. 159)

D scussi on

The exanpl es above illustrate different ways that a crine
and arrest scenario nmay be described. In (1) the arrest is
specifically nmentioned. The arrest context then allows the
reader to di sanbi guate "hol di ng up" as describing a robbery.
In (2) there is no specific word that indicates either a
crime or an arrest. The reader nust infer the crime fromthe
actions described so that "caught" is understood to nean
"arrested."” In (3) the arrest is nentioned specifically, but
the crinme is only indirectly referred to with no details
gi ven.

Context is often inportant for disanbiguating semantic
and syntactic anbiguity. To use context, the parser has to

be able to recognize contexts and to tell when a context is
bei ng activated and deacti vat ed.

Linguistic: 1.B.1.b. Verb

Cogni ti ve-psychological: 1.C 2.a.1. Scripts: Single
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar 1. F. (#7)

Pr obl em

Good luck to you and yours and | wi sh you the VERY best
in your future efforts.

(Jensen, Heidorn, MIller, and Ravin, 1983, p. 150)

D scussi on

The first conjunct (Good luck... yours) is a conplete,
under st andabl e utterance, though not a conplete sentence. A
person has no trouble understanding its pairing with the
second conjunct, but a parser mght. |[If the first conjunct
is parsed as a noun phrase, the parser will be unable to find
a phrase to pair it with in the second conjunct. This is
because coordinating conjunctions like "and" join only
constituents of the sane type. The parser can handle the
exanpl e sentence if it understands that the colloquialism
"Good luck to you and yours" functions as a sentence in this
context. The second conjunct will then match the first.

Linguistic. |1V.A Fixed phrases/colloquialisns

Cogni ti ve-psychol ogical: 1.C.6.b.3. Connotation
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar 1.F. (#8)

Pr obl em

(1) John and Mary went to the pictures.
(2) Bill designs cars and Jack aeropl anes.
(3) Bill designs comercial and mlitary aeropl anes.

(1 and 2 from Fong & Berw ck, 1985, p. 870)

D scussi on

One use of "and" is to conjoin subject noun phrases to
indicate that a group of objects perfornms a particular
action. For exanple, in (1) the "and" is used to indicate
that both actors in the sentence went to the novies.

However, in (2) "and" does not group the two itens
surrounding it, "cars" and "Jack," as it does in (1). In
(2), "and" conjoins the two sentences "Bill designs cars" and
"Jack [designs] aeroplanes.™ In general, the conjunction
"and" joins only constituents of the sane type, noun phrases
in (1) and sentences in (2). Sentence (3), although
superficially simlar to (2), is not a conjunction of two
sentences. In (3) "and" conjoins two adjective nodifiers of

"aeropl anes. "

Linguistic: 1.C 6. Coordination
1. cC Ellipsis

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar 1.F. (#9)

Pr obl em

(1) He gave the house plants to charity.
(2) He gave the boy plants to water.
(3) He gave the boy plants to charity.

(1 and 2 from Wnograd, 1973, p. 153)

D scussi on

There are two related problems in these sentences:
recogni zing noun groups correctly and identifying the
reci pient of the verb "gave." In (1) the word preceding
"plants” is "house," which is taken as an adjective nodifying
pl ants. But in (2), a structurally simlar sentence, the
word preceding "plants" is "boy," which does not nodify
plants but is taken as the recipient of the plants. This
di fference m ght be understood because our know edge of the
worl d |l eads us to expect to hear about "house plants" but not
about "boy plants.” But as (3) shows, that expectation can
be overridden if there is another recipient nentioned in the
sentence. Since "charity"” is specified as the recipient in
(3), this sentence strongly suggests that there are also
"girl plants" sonmewhere.

Linguistic: 1.C 1. Noun phrase structure
I.C. 9. Conpl ex sentence structure

Cogni ti ve-psychol ogical: 1.C 2.d. Wrld know edge: Concept ual
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar |.F. (#10)

Pr obl em

(1) John believes that Bill won the race and Mary the pole
vaul t.
(2) ...and that Mary al nost did.
*(3) ...and that Mary the pole vault.

(Wnograd, 1983, p. 185)

D scussi on

The exanpl es above show two ways in which coordinated
action can be expressed. In (1), the parallel between Bill
wi nning the race and Mary winning the pole vault is shown
t hrough el li psis. The listener fills in the mssing word
"won." In (2), Bill's winning and Mary's alnpbst winning is
shown through the anaphoric use of "did." "D d" here stands
for "won the race.”

The two structures of sentence coordination in (1) and
(2) above differ in two respects: a) whether or not the
conmpl ementi zer "that" introduces the clause, and b) whether
or not a verb appears in the clause. Wen the conpl enentizer
"that" introduces the clause, the verb "did" appears in it
and when the conplenentizer "that" is absent, the verb is

absent as well. Sentence (3) shows that when "that" is
present and there is no verb, the sentence is confusing.
Sentence (3) feels ill-formed wthout a verb to show just

what Mary did with regard to the pole vault.

Linguistic: 111.C Elipsis

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar |.F. (#11)

Pr obl em

(1) I have never seen a nman taller than Mary.

(2) John is taller than Bill is fat.

(3) They have nmany nore enem es than we have friends.
(4) They have nmany nore enem es than we have.

(5) They have nmany nore enem es than we.

(1-3 fromWnograd, 1983, p. 185)

D scussi on

Selecting the itenms to be conmpared and the scales on
which to conpare them are the problens illustrated by this
set of exanples. There is no syntactic theory that
adequately accounts for the construction of conparative
sent ences. Al t hough the word "than" is usually used to
indicate a contrast, finding the correct contrast is often
probl emati c.

Sentence (1) is the sinplest case. 1In (1) the scale is
Mary's height with possible alternatives being conpared on
the sane scale. But when the conparison is not so direct,
the parser mght have to pay attention not only to the
different itenms being conpared, but possibly to the scales
that the itens are bei ng neasured on.

In (2) we have a contrast between John's height and

Bill's weight, so the parser has to make an abstraction
(i.e., normal weight to normal height) in order to understand
the conparison. For exanple, if Bill is very fat, then the

parser can infer that John is extrenely tall
In (3) the parser has to understand that the conparison
is between two different sets that can be conpared on the

sane scale (cardinality). 1In (4) and (5) the conparison is
bet ween nunber of enem es in both cases.

Linguistic: 111.G Conparative constructions

Cogni ti ve-psychological: 1.C. 6.b.7.e. Association
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S| NGLE- UTTERANCE | SSUES
Q her
Exenplar |.F. (#12)

Pr obl em

(1) Several dozen injuries were reported in the clashes in
Teheran today between supporters and opponents of the
Shah Mohammed R za Pahl evi .

(2) A small earthquake shook several Southern Illinois
counties Monday night, the National Earthquake
Information Service in Colden, Colo., reported.

(3) A gunman who diverted a Vernont bound bus with nore than
25 passengers fromthe Bronx to Kennedy I nternational
Airport and killed two hostages surrendered on a runway
| ate last night ending a dayl ong siege of terror and
gunfire.

(Ri esbeck, 1982, p. 38)

D scussi on

The three sentences above are exanples of the kinds of
sentences that appear in newspaper articles. Such sentences
are designed to convey a nmaxi mal anount of information in a
m ni mal anmount of space. Because space is at a prem um nany
sentences in newspaper articles contain idions and cliches,
run-on constructions, and many prepositional and adverbia
phrases which may be anbi guous due to multiple attachnent
possibilities. Al'l the sentences above contain nultiple
prepositional and/or adverbial phrases whose attachnments
could potentially pose problens for a parser. The attachnent
of one prepositional phrase in sentence (3) will be discussed
in detail. This attachnent problemis characteristic of the
ot hers.

In sentence (3), a classic run-on sentence, the
prepositional phrase "fromthe Bronx to Kennedy International
Airport"” could logically nodify "diverted,” "a Vernont bound
bus," or "25 passengers.” Determning the attachnent of this
prepositional phrase requires conplex semantic reasoning:
because the bus was Vernont bound, "fromthe Bronx to Kennedy
I nternational Airport"” probably nodifies sonething else but
it could possibly nodify "a Vernont bound bus" if it is
describing one leg of the bus's journey that ultinmately ends
in Vermont. It would be a little unusual to specify where
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t he passengers were bound separately from where the bus was
bound unless this informati on was rel evant to the particul ar
event being descri bed. Since this is not the case here

"fromthe Bronx to Kennedy International Airport" probably
doesn't nodify "25 passengers.” It seens likely that "from
the Bronx to Kennedy International Airport” nodifies
"diverted," especially since the gunman surrenders on a
runway. There is nothing, however, in the syntactic
structure of this sentence which would | ead the understander
to prefer this attachnment over the others.

Sent ences typical of newspaper witing violate many of
the rules and structures that apply to "nornmal" sentences.

To process |anguage of all types, parsers nust be able to
handl e the problens that journalistic witing presents.

Linguistic: 1.C 9. Conplex sentence structures
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Cogni ti ve-psychological: 1.C 6.b.5.c. Sumari ze
S| NGLE- UTTERANCE | SSUES

O her
Exenplar |.F. (#13)

Pr obl em
Ddthe red lorry nove fromthe drive-way to the parking |lot?

(Neumann & Novak, 1983, p. 725)

D scussi on

Thi s question addresses whether or not a specific event
as described with certain constraints recently took place.
Being able to answer it requires a nental nodel of the scene
to which the question is referring. In this case, the
under st ander needs a nodel of various objects, their current
| ocations and their recent past |ocations, and the ability to
reason about tine.

Linguistic.: 111.J. Location and novenent
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Cogni ti ve-psychological: 1.C 1.b. Context: Non-mlitary
S| NGLE- UTTERANCE | SSUES

O her
Exenpl ar |.F. (#14)

Pr obl em

(1) The businessman flew the plane to Cairo.
(2) The pilot flew the plane to Cairo.

(3) The mummy flew to Cairo.

(4) The plane flewto Cairo.

(5) The pigeon flewto Cairo.
(Bayer, Joseph, and Kalish, 1985, p. 790)

D scussi on

Al'l of the sentences above refer to an actor noving an
object to a location, using an instrunment. However, in each
case the actor, object, location, or instrunment varies. |In
(1) the object being flown is the businessnman, and the actor
doing the flying is unknown. 1In (2) the object being flown
is the pilot, who is also the actor doing the flying. In
t hese two sentences, role information about businessnmen and
pilots is necessary to identify the actor and object. 1In (3)
the object is the mutmy (as with the busi nessnan), except in
this case, the object is cargo rather than a passenger. In
(4) the location is Cairo but there is no information about
actors or objects. In (5) the pigeon is the instrunent,
actor, and object. The structure of these three sentences is
the sane; role information about their subjects is needed to
understand them correctly.

Linguistic: 111.A Semantic case role
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Cogni ti ve-psychological: 1.C 2.d. Wrld know edge: Concept ual
S| NGLE- UTTERANCE | SSUES

O her
Exenpl ar |.F. (#15)

Pr obl em

(1) Flying planes can be dangerous.
(2) Falling planes can be dangerous.
(3) Buying planes can be dangerous.

(Wnograd, 1983, p. 138)

D scussi on

The sentences above appear to have simlar syntactic
structures since they differ only in the root of the present
participle. But simlar surface patterns do not always
indicate simlar syntactic relations and neanings. The
different syntactic relations of (2) and (3) are both
possi bl e for the anbi guous sentence (1). The two potenti al
meani ngs of (1) are: a) it is dangerous to pilot a plane, b)
pl anes that are flying pose a danger (they may crash into
ot her planes or the ground).

Substitution of either "buying" or "falling"” for "flying"
renders the sentence unanbi guous. (1) is anbiguous because
"pl ane” can be wunderstood as the thing that's flying
(subject) or the thing that's being flown (object). But
sel ectional and subcatagorization restrictions on "buy" and

"fall" prevent double interpretations of "plane" as subject
and object when "plane" occurs with these verbs. The
sel ectional and subcategorization restrictions limt the

types of subjects and objects that can occur with each verb.
"Buy" nmust have an ani mate subject but can have an inani mate

object. "Fall" is intransitive so it can't have an object,
only a subject. In the former case, "plane" can be the
obj ect of "buy" but not the subject; in the latter case,

"pl ane" nust be the subject of "fall."
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To understand the sentences above, the parser needs to do
“falling,"” and "buying" as

nore than identify "flying,"
It should be able to apply either

nodi fiers of "planes."
I inguistic know edge of syntactic relations and sel ecti onal
and subcategorization restrictions or conceptual know edge of
what pl anes can do and what can be done to them

Linguistic.: |.C 1. Noun phrase structure
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Cogni ti ve-psychological: 1.C 2.d. Wrld know edge: Concept ual
S| NGLE- UTTERANCE | SSUES

O her
Exenplar |.F. (#16)

Pr obl em

(1) Warren is eager to please.
(2) Warren is easy to pl ease.

(Wnograd, 1983, p. 138)

Di scussi on

These sentences show that a change of adverb can change
the object of the verb "to please.” In (1) the act of
pleasing is directed outward fromWarren to soneone else. In
(2) the act of pleasing is directed back toward Warren by
sone ot her person. In (1) the object of "to please" is
soneone other than Warren. In (2) the object of the verb is
V\rr en.
Linguistic. 1.C 9. Conplex sentence structure
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Cogni ti ve-psychol ogi cal: 1.B. Processing senantics

Goup Il: Connected Wterance |ssues

In Goup Il problems, the system nust be able to
integrate information spread over a series of utterances and
must be able to refer back to earlier utterances, but it need
not have any nodel of the user. The only interaction between
the systemand the user is that the user namkes statenents or
requests and the system processes them Typical Goup I
probl ens are anaphora, ellipsis, and story understandi ng.
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CONNECTED- UTTERANCE | SSUES
Anaphor a
Exenplar 11.A (#1)

Pr obl em

Ri chard hadn't heard from his...roommate Paul for
years...Wwen a letter finally arrived...R chard was anxi ous
to find out how Paul was.

Unfortunately, the news was not good. Paul's w fe Sarah
want ed a divorce. She al so wanted the car, the house, the

children, and alinony. Paul...didn't want to see Sarah wal k
off with everything...he was hoping for a favor fromthe only
| awyer he knew. Paul gave his home nunber in case

Ri chard...could hel p.

Ri chard eagerly picked up the phone...After a brief
conversation, Paul agreed to have lunch with him..He sounded
extrenely relieved and grateful.

(Dyer, 1982, p. 265)

D scussi on

The reference of the pronoun "he" in the final sentence
of the text above cannot be resolved using grammtical
information alone. There are two possible referents for this
pronoun, Paul and Richard, and choosing the correct referent
requi res know edge of the affective state of the characters.

Usi ng the context provided, the parser should be able to
infer that Paul is in need of help and that Richard is in a

position to give it. The parser should also know what
"relieved" and grateful” nean in relation to the goal of
finding help. It should recognize that it is the person

seeking help who is "relieved" and "grateful" when this goa
is realized.
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Using knowl edge of the goals and affective states of
characters in the text, the parser can determne that "he" in
the final sentence of the exanple refers to Paul.

Linguistic: 111.B.1.g. Pronoun reference: Qher
1. M Inferring goal fromcontext and world
know edge
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Cogni ti ve-psychol ogical: 11.C 8.b. Contextual
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenmplar 11.A (#2)

Pr obl em

(1) The next day after we sold our car, the buyer returned
and wanted hi s noney back

(2) The day after we sold our house, the escrow conpany went
bankr upt .

(3) The day after we sold our house, they put in a traffic
l'ight at the corner.

(1 fromAllen, 1987, p. 346)

D scussi on

In (1) "buyer" refers back to a participant in one of the
roles in the "selling a car" event. The system nust search
not only the direct possible antecedents (the "selling") but
must al so consider aspects of the selling to resolve the
reference. In (1), there is nothing specific to "car" about
resolving the reference. But in (2), finding the reference
of "the escrow conpany” involves |ooking past the genera
"buyi ng" script and searching through aspects of selling
specific to selling houses. There is a general problem here
with controlling the amount of search while still | ooking
deep enough. In (3), the systemhas to go fromthe house to
the location to the street to the corner to understand the
ref erence.

Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation
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Cogni ti ve-psychological: 11.C 2.a.2. Scripts: Miltiple
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenmplar 11.A (#3)

Pr obl em

Take the long blue tube that has two outlets on the
side--that's the nain tube. Place the small blue cap over
the hole on the side of that tube. Take the nozzl e-I|ooking
pi ece, the clear plastic one, and place it on the other hole
that's left, so that the nozzle points away.

(Goodman, 1983, p. 134)

D scussi on

The paragraph above was excerpted from a dialogue in
whi ch one participant was telling the other participant how
to put a water punp together. Many of the phrases in this
description are vague. Wat is "the nozzl e-1o0king piece" or
"the other hole that's left"? Wat does "points away" mnmean?
The listener nmust be able to wunderstand colloqui al
descriptions using context, i.e., perceptual information
relative orientations, physical principles, and goals.

Linguistic: 111.J. Location and novenent
Cogni ti ve-psychological: 11.C 6.b.5.b. Description: Conbine
attributes
I1.C 6.b.6. I nstruction
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I[1.C.6.b.7.9g. Relation: Anong parts
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#4)

Pr obl em

(1) U Howdo | print the file fetch.|?
(2) S& To print the file fetch.l type "lpr fetch.I."

...(intervening comands and questions)...

(3) U Has the file fetch.l been printed yet?

(4) S The file fetch.l is in the line printer queue.

(5 U Howcan | cancel it?

(6) S© To renove file fetch.l fromthe line printer queue

type "l prmarens.”

(Arens, 1986, p. 599)

D scussi on

The "it" in utterance (5) could refer to the printer
queue, the file "fetch.l,"” the "lIpr" conmand, or the effects
of executing "lpr fetch.l." In this case "it" actually
refers to the effects of executing "lpr fetch.l,"” i.e., the
print job itself. This entity is never actually nentioned
anywhere in the dialogue but it can be inferred fromthe use
of the |Ipr command several lines earlier. It is therefore

necessary to retain a conplete nodel of the context and to
have a nethod of selecting which active entry in the context
is the desired referent.

Linguistic: 111.B. 1.f. Wrld know edge required to determ ne
ref erent
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#5)

Pr obl em

U List gauss.for in the diablo printer
S:  GAUSS. FOR queued for printing

U |Is GAUSS. FOR being printed?

S CGAUSS. FOR is 25th on the queue.

U Forget it then!

(Hayes & Carbonell, 1983, p. 670)

D scussi on

Understanding that "it" in the last utterance refers to
the action of printing the file (and not, e.g., the request
for information, the file, or the queue) requires a |ogic of
actions. In this case, the request for information is
conpleted but the printing is still pending. Thus, the
printing can be forgotten.

Linguistic: I11.B.1.d. Propositional referent
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Cogni tive-psychological: 11.B. Processing semantics
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#6)

Pr obl em

(1) They think that feeding each other woul d be dangerous.
(2) H's nother |ikes John.

(Berwi ck, 1983, p. 710)

D scussi on

These are both cases of forward reference. Information
following the pronoun is needed to resolve its referent. 1In
(1), "each other"” and "they" refer to the sanme set of people.
Simlarly, in (2), "his" can refer to John. Normally, the
systemw || try to resolve an anaphoric reference by | ooking
for a referent anong things it already knows about. In these
cases, the system nust be able to hold such a reference open
and continue to look for referents as it continues to process
t he sentence.

Note: For further discussion of forward reference, see
Exenplar 11.A (#14).

Linguistic: 111.B. 1.e. Forward reference
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenmplar 11.A (#7)

Pr obl em

The waiter cane over to John's table. He ordered a
hanbur ger

(Ri esbeck, 1982, P.41)

D scussi on

The target problemin this exanple is establishing who
ordered the hanburger. There are two candidates: John and
the waiter. To select John as the referent of the pronoun,
the context established by the first sentence has to be used,
and the roles of John and the waiter in this context nust be
i nstanti at ed.

There are two problens with using a know edge structure
like a restaurant script (Schank and Abel son, 1977) for

resolving pronoun reference. The first problem is
activation. In this exanple, the restaurant context is
activated by two parts of the text. The first part is the

word "waiter," and the second part is what he is doing. Note
that both of these sections are necessary to understand that
"restaurant” is applicable. (Conpare the exanple text to
"The waiter got off work and went to a bar; he ordered a
hanmburger.") The activation problem shows that | exical
entries not only need definitions associated with them they
al so need the potential contexts, roles, and thenes that
coul d be brought in by the usage of the word.

The second problem is using the know edge structure to
resol ve the pronoun reference. Assum ng that the restaurant
script is known to be the currently active script, that John
is the custoner, and that he has been seated, the next thing
that the script predicts is that he order. Wen the sentence
says that soneone did indeed order, the system can nake the

inference that it was the expected party, i.e., John.
Linguistic: 111.B.1.f. Wrld know edge required to determ ne
ref erent
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Cogni ti ve-psychological: 11.C 2.a.1. Scripts: Single
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#8)

Pr obl em

An Exxon oil refinery was nationalized by Uganda. It was
paid $1.2 million in conpensation.

(DeJdong, 1982, p. 165)

D scussi on

In the Predictor/Substantiator nodel used by FRUWP
(Dedong, 1979), pronoun reference is done by assigning the
pronoun to its predicted conceptual item In the above
exanple, "it" in the second sentence is assigned based on the
nationalization script. The nationalization script predicts
that the owner of the target of the takeover will be given
conpensati on. When the second sentence nentions paid
conpensation, the recipient of the paynent is assigned from
the owner role in the script.

This method of pronoun reference contrasts with systens
that construct a list of possible referents for a pronoun

and nmake the sel ection based on |inguistic clues, |ike nunber
and gender. This process can be cunbersone. The FRUWP
met hod, on the other hand, starts with the scriptal
predi ction and then uses linguistic data to confirmit. By

usi ng hi gh-1evel know edge sources to nake predictions, this
met hod of pronoun resolution nmakes text interpretation nore
efficient.

Linguistic: 111.B. 1.f. Wrld know edge required to determ ne
ref er ent
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Cogni ti ve-psychological: 11.C 2. A 1. Scripts: Single
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenmplar 11.A (#9)

Pr obl em
(1) John nurdered Bill. H's funeral was held on Mnday.
(2) John nurdered Bill. Hs trial was held on Mnday.

(Maida, 1984, p. 235)

D scussi on

In (1) the funeral refers to Bill's funeral. 1In (2) the
trial refers to John's trial. The first reference can be
determ ned by recognizing that "nurdered” inplies dead and
that funerals are held for dead people. The second reference
requi res know edge of social judgnments: nurder is considered
a crime, and therefore, John nust go on trial.

Linguistic: 111.B. 1.f. Wrld know edge required to determ ne
ref er ent
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Cogni ti ve-psychological: 11.C 2.b. Wrld know edge: MOPs
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#10)

Pr obl em

We bought two guitars at the store. The new one was
cheap but the used one was expensive.

(Allen, 1987, p. 335)

D scussi on

"The new one" and "the used one" clearly refer to each of
the "two guitars” nentioned in the first sentence. Resolving
the reference requires the systemto be able to treat the
guitars as individuals as well as a set. The reference
resolution cannot sinply check for nunber agreenent. I n
addition, the systemhas to recognize that new information is
bei ng given about the guitars and to nodify its know edge
accordi ngly.

Linguistic: 111.B.2.a. Reference to nenber of previous set
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#11)

Pr obl em

We bought a new desk. \Wen it was delivered, we found
out that the drawer was broken.

(Allen, 1987, p. 335)

D scussi on

In this exanple, the system nust recognize "the drawer”
is the drawer of the "new desk."” This nmeans that the system
nmust have know edge about the conponents of desks and nust be
prepared to search through conponents of possible referents
when trying to resolve the reference. It is not enough to
sinply conpare possible matches on a list of previously
encountered | exical itens.

Linguistic: 111.B.2.c. Wrld know edge rel evant for
interpretation
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Cogni ti ve-psychological: 11.C 6.b.5.a. List attributes
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#12)

Pr obl em

(1) Jack lost the race. It surprised Sam
(2) Jack's losing the race surprised Sam
(3) Jack surprised Sam by |osing the race.
(4) The race surprised Sam by its outcone.
(1 fromA len, 1987, p. 336)

D scussi on

The difficulty for the systemis recognizing the referent
of "It" in (1). A sinple algorithm would | ook through a
history list for the nost recent possible referent. Thi s
woul d be anything single and plausibly neutral. But what
m ght be on this list? As Allen (1987, p.354) notes, the
subject of "surprised" in (1) must be a fact or an event.
Semantically, the subject of "surprised" is always an event
al t hough the grammati cal subject may be a concrete object as
in (3) and (4) above. The grammatical subject "Jack"” in (3)
above refers to what Jack is doing and so conceptual ly "Jack”
denotes an event in which Jack is a participant. To resolve

the reference of "It" in (1), the system nust be able to
consi der recent facts, events, actions, etc. This neans that
when the systemreads "Jack |l ost the race,” it nust add not

only "Jack” and "race" to working nenory, but also the event
of Jack's losing the race.

Linguistic: 111.B.1.d. Propositional referent
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#13)

Pr obl em

Jack congratul ated the w nner. After sonme hesitation,
Samdid it too.

(Al'len, 1987, pp. 336 and 354)

D scussi on

Resolving the reference of "it" requires the systemto
keep track of recently nentioned things of all kinds, not
just noun phrases. The phrase "did it" suggests that "it"
refers to an action and in fact "did it" refers to the verb
phrase "congratul ated the w nner."

In general, the referent of "it" mght be a fact, an
event, an object, etc. The usual way to handle this problem

is to keep a list of things that have been introduced and
wor k backwar ds | ooki ng for a possible match.

Linguistic: 111.B.1.g. Pronoun reference: Qher
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Cogni ti ve-psychol ogi cal: 11.A Processing Syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#14)

Pr obl em

When he returned honme, John found his front door open.

(Al'len, 1987, p.357)

D scussi on

Soneti nmes a pronoun or other anaphor is found for which
the referent has not appeared. Normally, the system searches
t hrough sone |ist of known things. 1In a case like this, it
needs to add the unresolved reference to its list rather than
trying to force the best match with an object already known.
The system should al so expect to find the forward reference
qui ckly. Just how quickly and just how hard the system
should work at trying to force a match with an existing
obj ect before assuming a forward reference is difficult to

describe in general. In this case, a syntactic feature, a
pronoun in a subordinate clause, nmakes the forward reference
nore |ikely although backward reference is still the best

guess. The possibility of forward reference neans that even
when a definite reference is found, as with "John," the
system nust check for any existing unresol ved references.

Note: For further discussion of forward reference, see
Exenplar 11.A (#6).

Linguistic: 111.B.1.e. Forward reference
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#15)

Pr obl em

Wil e diving near the old weck, we found an old coin and
a rusty knife. W took these objects to the harbor police
when we returned.

(Al'len, 1987, p. 348)

D scussi on

The problem here is identifying the referent of "these

objects.” A sinple algorithmis to |ook through a Iist of
recently nmentioned things for a possible nmatch. In this
case, however, nothing plural has been nentioned. I n

resolving the referent, the systemmnust be able to recognize
that the coin and the knife can be conbined into a set and
referred to in the plural. The system need not have the set
explicitly in working nenory, but if it doesn't, it nust be
able to infer its existence.

Linguistic: 111.B.2.d. Definite noun phrase reference: Qher
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#16)

Pr obl em

We found seven coins on the next dive. The ol dest was
dated 1823.

(Al'len, 1987, p. 348)

Di scussi on
The problem here is identifying the referent of "the
ol dest."” The system nust have recorded the seven coins in

some form of working nmenory and nust be able to recognize
that individuals fromthe set can be referred to |l ater

Linguistic: 111.B.2.a. Reference to nenber of previous set
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#17)

Pr obl em

| used two scuba tanks for those dives. The 1600 ps
tank was ny favorite because it is very conpact.

(Al'len, 1987, p. 348)

D scussi on

There are two issues here. The first issue is
identifying the referent of "the 1600 psi tank"” as one of the
two tanks nentioned previously. The second issue is

recogni zing that two new pieces of information (it is the
speaker's favorite, it is conpact) are being given about the
selected itemand that information should be added to working
menory or to the database.

Linguistic: 111.B.2.a. Reference to nenber of previous set
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Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Anaphor a
Exenplar 11.A (#18)

Pr obl em

On our trip to the store we saw one dog on our street,
another in the park, and yet another outside the store door.
The | argest was a German shepherd.

(Allen, 1987, p. 350)

D scussi on

In this exanple, to find the referent of "the |argest”
the system nust be able to recognize that the three dogs
menti oned can be considered as a group and that conparisons
can then be nade within the group and an individual sel ected.
Exanples like these show the conplexity of a history I|ist
approach. Either many inplicit elenments have to be generated
and added to the list (e.g., the set of three dogs, the set
of dogs not near our house, etc.), or the nechanism for
searching for possible referents nmust have extensive
reasoning abilities.

Li ngui sti c: 2.a. Reference to nenber of previous set

[11.B.
1. C Ellipsis

131



Cogni ti ve-psychol ogi cal: 11.A Processing syntax
CONNECTED- UTTERANCE | SSUES

Ellipsis
Exenplar 11.B. (#1)

Pr obl em

(1) I's Prof. Smth teaching Expert Systens next senester?
Nat ural Language?

(2) I's Prof. Smth teaching Expert Systens next senester?
Prof. Jones?

(3) I want to cash this check. Small bills only, please.

(adapted from Carberry, 1983, p.59)

D scussi on

The elliptical phrase in the first exanple can be

under st ood by matching on types. If "Expert Systens" and
"Natural Language" are both recognized as the nanmes of
cl asses, then the phrase is elliptical for: "lIs Prof. Smth
teachi ng Natural Language next senester?" Simlarly, in the
second exanple, "Prof. Jones" matches "Prof. Smth." But the
third exanple is nore difficult. Here the |istener needs to
understand just what "cashing a check"” entails. The

el liptical phrase here matches to a part of the check-cashing
schenma.

Linguistic. 111.C. Ellipsis
Cogni ti ve-psychol ogical: 11.C 2.b. Wrld know edge: MOPs
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I1.C.6.a.4. ldentification
CONNECTED- UTTERANCE | SSUES

Ellipsis
Exenplar 11.B. (#2)

Pr obl em

- Wiat is the size of the 3 largest single port fixed nedia
di sks?
- And the price and speed?

(Carbonel |, Boggs, Mauldlin, and Anick, 1983, p. 655)

D scussi on

The second sentence above nust be understood by the
system as requesting the price and speed of the fixed nedia
di sks discussed in the previous sentence. To do this
requi res know edge that "price" and "speed" are possible
attributes of fixed nmedia disks.

Linguistic. 111.C. Ellipsis
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Cogni ti ve-psychological: 11.C 6.a.4. ldentification
CONNECTED- UTTERANCE | SSUES

Ellipsis
Exenplar 11.B. (#3)

Pr obl em

User: How mght a file be created in UN X?
UC. C.
User: A directory?

(WI ensky, 1982, p. 103)

D scussi on

The User's second sentence, "A directory?" is inconplete
and makes little sense by itself. However, in this exanple,
the user's second utterance is understood as "How m ght a
directory be created in UNI X?" Understanding this utterance
requires that the systemrecognize that it is a variation on
a previous utterance. The system nust choose the right
previous utterance and interpret the new utterance in the
context of the old. For exanple, it does not nmean "How m ght
a file be created in a directory?" although that sentence
makes sense by itself.

Linguistic. 111.C. Ellipsis
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Cogni ti ve-psychol ogical: 11.B. Processing semantics
CONNECTED- UTTERANCE | SSUES

Ellipsis
Exenplar 11.B. (#4)

Pr obl em
(1) Max gave Sally a nickel, and Harvey a dine.

(2) John kissed Mary, and | think that Frank said that Mary
t hought that Harry woul d have too.

(Berwi ck, 1983, p. 710)

D scussi on

These sentences contain elliptical references to verb
phrases. Sentence (1) represents the followi ng sentence with
the bracketed words deleted: Mx gave Sally a nickel, and
Harvey [gave Sally] a dine. Sentence (2) represents the
sentence: John kissed Mary, and | think that Frank said that
Mary thought that Harvey woul d have [kissed Mary] too. These
sentences cannot be understood until these deleted verb
phrases have been filled in.

Linguistic. 111.C. Ellipsis
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Cogni ti ve-psychol ogical: 11.B. Processing semantics
CONNECTED- UTTERANCE | SSUES

Ellipsis
Exenplar 11.B. (#5)

Pr obl em

Which aircraft required nore than 10 hours mai ntenance in
June, 19797

... (answer)
Jul y?
(Wl tz, 1982b, p. 17)

D scussi on

Thi s question sequence is froma dial ogue with the PLANES
natural |anguage front end to a database of aircraft flight
and nmai ntenance data. The exanple shows how a questi oner can
take advantage of the sequential environnent provided by a
previous question in fornulating a next question. In this
case, the second question can be heard as a repeat of the
first question with July substituted for June.

To answer this kind of question, a system has to save
guestions in case the user perfornms this kind of ellipsis.
In attenpting to answer the inconplete query "July?" the
system has to search back and substitute the new i nfornation
into the old question. Note that the second question could
contain other sections or nmultiple sections of the previous
guestion: "20 hours?" "April and May of 1977?" etc.

Linguistic. 111.C. Ellipsis
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Cogni ti ve-psychol ogical: 11.B. Processing semantics
CONNECTED- UTTERANCE | SSUES

Ellipsis
Exenplar 11.B. (#6)

Pr obl em
M dway sighted eneny. Fired.
(Granger, 1983, p. 193)

D scussi on

The second sentence is elliptical for "Mdway fired."
This m ght be recognized by matching the verbs between the
two sentences ("sighted" and "fired") and inferring a

paral |l el subject and object. |If the nessage is recogni zed as
a description of an attack, an "attack-schema" can be used to
fill in the roles. In the attack, the normal sequence
"nmove," "see," "fire" suggests the Mdway as the one who

fired and sone unspecified eneny as the target.

Linguistic. 111.C. Ellipsis
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Cogni ti ve-psychological: 11.C 2.b. Wrld know edge: MOPs
CONNECTED- UTTERANCE | SSUES

Integrating Conplex Information

Exenmplar 11.C (#1)

Pr obl em

A conbination filter systemfor an enclosed disc drive in
which a breather filter is provided in a central position in
the disc drive cover and a recirculating air filter is
concentrically positioned about the breather filter...

(Lebowi tz, 1983, pp. 232-235)

Di scussi on

This text is taken from a patent abstract about a
comput er disk drive. It describes physical relationships
such as "contai nnent” and "on top of" anmong several different
objects such as a disk drive cover and an air filter. To

understand this text requires recogni zing and understandi ng
descriptions of physical objects and the relationships
bet ween t hem

I.C. 1. Noun phrase structure
I.C. 9. Conplex sentence structure
l.J. Locati on and novenent

Li ngui sti c:
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Cogni ti ve-psychological: 11.C 6.b.7.9. Relation: Arong parts
CONNECTED- UTTERANCE | SSUES

Integrating Conplex Information

Exemplar 11.C (#2)

Pr obl em

(1) A magnetic head supporting nechani smequi pped with a
magneti c head positioning carriage of a interchangeabl e
doubl e side type flexible disc drive apparatus
conprising a carriage having a pair of arns which is
rotated in detachable to a double side type flexible
disc and arns ...

(The first phrase is taken froma patent abstract.)

(2) A disc head supporting a spindle nmade of nmagnetic
mat eri al

(Lebowi t z, 1985, pp. 858-859)

D scussi on

The two phrases above descri be an object by providing the
rel ati onshi ps between its parts. To understand even the
shorter phrase above, it is necessary to recognize that "disc
head” is a single thing and that "made of nagnetic naterial”
refers to the spindle rather than the disc head.
Consi derable real-world know edge about objects nust be
applied to understand these descriptions.

Linguistic.: |.C 1. Noun phrase structure
I.C. 3. Participial nodifier attachnent
I.C 9. Conplex sentence structure
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Cogni ti ve-psychological: 11.C 6.b.7.9. Relation: Arong parts
CONNECTED- UTTERANCE | SSUES

Integrating Conplex Information

Exenmplar 11.C (#3)

Pr obl em

A nmodul ator conprising two transistors each having
collector, emtter and base el ectrodes, nmeans for applying a
direct voltage across said emtter electrodes...

(Phillips, 1983, p. 690)

D scussi on

In the above sentence, which is taken from a patent
description, the phrase "neans for applying"” can be attached
structurally to either "a nodulator conprising” or "two

transistors.” Donai n-specific know edge about voltage and
el ectrodes is necessary to understand that "neans for
applying" attaches to "a nodul ator conprising.” The parser

nmust be able to access this information and nake these
decisions as the parse is running, to avoid m smatching
phrases. Practically, it is inportant to integrate syntax
and pragnmatics in the parse.

Linguistic.: 1.C 1. Noun phrase structure
I.C. 9. Conplex sentence structure

Cogni ti ve-psychol ogical: 11.C 3.a. Domai n specific know edge:
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Techni ca
CONNECTED- UTTERANCE | SSUES

Integrating Conplex Information

Exenplar 11.C (#4)

Pr obl em
| -5 south

Rosecrans exit--get over to the far left--and it wll be
about the third stoplight that's the Mdway drive
i ntersection.

To the left a steakhouse or wooden | ooking building that's
some kind of restaurant. Catty-corner is an autonobile
deal ership. On the western corner is another restaurant. |
can't renenber what's on the direct right.

Be in the left-hand only | ane. And turn left on M dway
Drive.

About two to three |ong blocks down on the right is the main
post office. You can't mss it. It looks rather |ike San
Quenti n.

(Ri esbeck, 1982, p. 46)

D scussi on

This text is a set of instructions on how to get to a
post office in San Diego. As is often the case with inform

speech, it is full of inconplete or run-on sentences,
fragnents, and irrelevant information. For exanple, the
phrase "1-5 south” nust be interpreted as "Go south on I-5."
And in "Rosecrans exit--get over to the far left,"” the
getting over is supposed to happen before the exiting. By
parsing the text in the context of "instructions,"

specifically road directions, many of these problens can be
sol ved. Understanding the objects, clauses, and sentences in
terms of a directed nmap that is being constructed gives the
program a neans for di sanbi guation and a neasure of how nuch
under st andi ng has been acconpl i shed.

Linguistic: 111.J. Location and novenent
V.G Uncl ear goa
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Cogni ti ve-psychological: 11.C 6.b.6. Instruction
CONNECTED- UTTERANCE | SSUES

Integrating Conplex Information

Exenplar 11.C (#5)

Pr obl em

The pineapple is to the left of the banana.
The pear is behind the banana.

The lenon is to the right of the pear.

The apple is to the right of the | enon.

(Wender, Wagener, and Wttman, 1986, p. 853)

D scussi on

These four sentences are understood only if the reader
can describe the relative positions of the objects. The
reader should know, for exanple, that the pear is also behind
the pineapple, and that the apple is to the right of the
pear, even though these things were not explicitly stated.
An under stander nmust be able to build appropriate spati al
representations of the relative positions of objects.

Linguistic: 111.J. Location and novenent

Cogni ti ve-psychological: 11.C 6.b.7.f. Relation: Logical
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I[1.C.6.b.7.9g. Relation: Anong parts
CONNECTED- UTTERANCE | SSUES

Integrating Conplex Information

Exenplar 11.C (#6)

Pr obl em

The goldfish is in a goldfish bow.
The gol dfish bowl is on a shelf.
The shelf is on the desk.

The desk is in a room

s the goldfish in the roon?

(Val tz, 1982b, p. 26)

D scussi on

The problem in these sentences is to understand the
various relations anong the objects. Prepositions |like "in"
and "on" are extrenely anbiguous, even when restricted to

spati al domai ns. Conpare, for exanple, the phrases "the
crack in the wall,"” "the desk in the room" and "the face in
the mrror." The parser nust be able to build a
representation for "in" and "on" relations that will allow it

to make the necessary spatial reasoning.

Linguistic: 111.J. Location and novenent
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Cogni ti ve-psychological: 11.C 6.a.6.f. Relation: Logical
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exemplar 11.D. 1. (#1)

| rony

Pr obl em

JimFi xx had a heart attack while joggi ng.

(Dyer, Flowers, and Reeves, in press)

D scussi on

Syntactically and semantically this sentence is
straightforward. However, to a reader who knows Jim Fi xx as
an aut hor who pronoted jogging as a nmeans to good health,
this sentence is very interesting. The interest springs from
the irony of the situation. How is the irony, the point of
the sentence, recognized? Extracting the irony requires
accessing the relevant beliefs of the characters and
recogni zi ng viol ations of those beliefs.

Linguistic: 111.Q Ilrony
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Cogni ti ve-psychological: 11.C 7.b. Expectation: O the |istener
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exemplar 11.D. 1. (#2)

| rony
Pr obl em

Frank hated his job at the factory. He wanted a job
where he wouldn't have to work so hard. He envied his

friends who went to college, and didn't have to work. So
Frank quit building cars and enrolled at the [ ocal
Uni versity. However, as a student, he was soon working
harder than he ever had in his life.

(Norvig, 1983, p. 284)

D scussi on
This story is interesting, at least partially, because it
is ironic: the character Frank attenpts to work | ess and ends

up working nore. Under standing the point of the story
requires recogni zing the ironic outcone.

Linguistic: 111.Q Ilrony
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Cogni ti ve-psychological: 11.C 7.b. Expectation: O the |istener
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#1)

Pl ans and goal s

Pr obl em
John wanted to commt suicide. He got a rope.

(Hendl er, 1985, p. 131)

Di scussi on

After reading these two sentences, nost people infer that
John will attenpt to hang hinself. One way they can make
this inference is by realizing that one plan for commtting

suicide is to hang oneself, and an enabl enent of that plan is
possessing a rope.

Linguistic.: 11.B. Discourse relation of clause

Cogni ti ve-psychological: 11.C. 6.b.7.b. Instrunental and
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enabl enent
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#2)

Pl ans and goal s

Pr obl em

Susan saved her noney from her allowance. One day she
rode her bike to the bookstore and bought the book that her
t eacher had recommended. Susan did very well on her math
test the foll ow ng week.

(Q Wiy did Susan buy the book?
(A) So that she could study fromit and do well on her exam

(Luria, 1982, p. 72)

D scussi on

Answering the question requires understanding and
inferring Susan's goals. A sinple answer would be that Susan
bought the book to achieve the | owlevel goal of possessing
t hat book. But to really understand this story, her buying
t he book has to sonehow be connected to her doing well on the
exam Making this connection allows us to give the correct
answer: she bought the book to achieve her high-Ievel goal
of doing well on the exam Doing well on the examis never
stated as a goal, however, and nmust therefore be inferred.

Linguistic: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.a.7.c. Prediction
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenmplar 11.D. 2. (#3)

Pl ans and goal s

Pr obl em
(1) My windshield is broken, help.
(Gershman, 1981, p. 423)

(2) Q@ The 3:15 train to Wndsor?
A Gate 10

(Allen & Perrault, 1980, p. 145)

D scussi on

The first exanple is one given to an Autonatic Yellow
Page Advisor. The user's goal of replacing the w ndshield
must be inferred, as nust the related user goals of finding
out the tel ephone nunbers or |ocations of repair shops that
repl ace wi ndows.

The second exanple is an interaction between an unknown
person and an information attendant in a train station. Here
the asker's goals include finding out from which gate the
train | eaves, and al so any other useful information such as
whet her the train is late, full, cancelled, etc. These goals
nmust be inferred.

I1.B. Discourse relation of clause
I[11.M Inferring goal fromcontext and
wor | d know edge

Li ngui sti c:
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Cogni ti ve-psychological: 11.C 6.a.6.c.1. Relations anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#4)

Pl ans and goal s

Pr obl em

John wanted to inpress Mary. He asked Fred if he could
borrow his Mercedes for the evening.

(Wl ensky, 1983, p. 42)

D scussi on

Unl ess we assune a schema that says that one borrows a
fancy car whenever one has a date, John's asking Fred if he
can borrow the car nust be understood as a plan for
inpressing his date. Doing so involves inferring a causa
explanation for John's request: fancy cars inpress wonen;
t herefore, John needs a fancy car. One way to get a car is
to borrowit. Therefore, John nust ask Fred if he can borrow
hi s car.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.1. Relations anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#5)

Pl ans and goal s

Pr obl em

(1) A bumon the street cane over to John. He told John he
want ed sone noney.

(2) A man cane over to John and pulled out a gun. He told
John he wanted sonme noney.

(3) John's son cane over to John. He told John he wanted
sone noney.

(Wl ensky, 1983, p. 44)

D scussi on

The | ast sentence of (1), (2), and (3) is the same, but
in each case it gets a different interpretation, depending on
the action that precedes it. In (1) the last sentence is
vi ewed as panhandling, in (2) it is viewed as a robbery, and
in (3) it is viewed as a sinple request. The neaning of an
action is dependent on the actions that precede it.
Under standing the sentence goes beyond the Iliteral
under st andi ng of someone comunicating a desire for noney.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychol ogical: 11.C 8.b. Presuppositions of the
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speaker: Cont ext ual
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#6)

Pl ans and goal s

Pr obl em

(1) John wanted to watch the Monday night football gane. He
al so had a paper due the next day. That night, John
wat ched the football ganme. John failed G vics.

(2) John wanted to marry Mary. He also wanted to marry Sue.
John took Mary out and proposed to her. She agreed.
Later, John called Sue and told her he wouldn't be
seei ng her anynore.

(Wl ensky, 1983, p. 57)

D scussi on

Understanding (1) involves inferring that the reason John
failed Cvics is that John spent the tine he should have
spent working on his Civics paper watching Mnday night
football. In other words, in this case John's passing G vics
and watching the football ganme are conflicting goals.

Simlarly, understanding (2) requires inferring that the
reason that John dunped Sue is because John is marrying Mary.
That is, John cannot keep seeing other wonmen once he is
marri ed. These exanples point out that an understander nust
keep track of multiple goals and interactions between them

Linguistic: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.1. Relation anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exemplar 11.D. 2. (#7)

Pl ans and goal s

Pr obl em

(1) John told Mary he wanted to watch the football gane.
Mary said that she wanted to watch the Bol shoi Ballet.
Mary put on Channel 3. John got out the | awnnower.

(2) John wanted to win the high hurdles. Bill also wanted
to win the high hurdles. John won the race. Bill was
very upset.

(Wl ensky, 1983, p. 57)

D scussi on

Under st andi ng these exanples involves recognizing that
one character's achievement of a goal prevents another
character's achi evenent of his goal. 1In (1) John got out the
| awnnower because Mary's decision to watch the ballet
prevented him from achieving his goal of watching the
football game. In (2) Bill did not win the race because John
won it. H's goal was usurped by John.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.1. Relations anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#8)

Pl ans and goal s

Pr obl em

John was in a hurry to make an inportant business
nmeeting. On the way over, he ran into an old girlfriend who
invited John up to her apartnent. John called up his boss
and asked if the neeting could be postponed.

(Wl ensky, 1983, p. 72)

D scussi on

Under st andi ng this exanple requires understanding that
John has abandoned one goal to pursue another. Here he has
given up his goal of attending the business neeting in order
to spend time with his ex-girlfriend. To understand why he
has abandoned his goal, an understander nust recognize that
he had two conflicting goals and opted for one over the
other. This means an understander has to be able to infer
the relative inportance of various goals to the character.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.1. Relations anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exemplar 11.D. 2. (#9)

Pl ans and goal s

Pr obl em

John wanted to simrer two dishes on his canp stove, but
the stove only had one burner.

(W1 ensky, 1983, p. 65)

Di scussi on

In the sentence above, John may have to perform sone
action in order to achieve his goal. For exanple, he nmay
have to find another burner. To make this inference, the

under st ander nust know that a stove having only one burner
prevents John fromsimrering two dishes onit. This involves
recogni zi ng that one enablenent of the plan of simering a
dish is having a burner, and that a burner cannot be used for
nore than one dish at a tine. The understander nust
recogni ze the conflict in a plan that requires the sane
resource at the sane tine.

Linguistic.: 11.B. Discourse relation of clause

Cogni ti ve-psychological: 11.C. 6.b.7.b. Instrunental and
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enabl enent
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#10)

Pl ans and goal s

Pr obl em

(1) Ann got into her car. She went for a drive. She
arrived at the novie theater. She got a ticket.

(2) John wanted noney. He got a gun and wal ked into a
liquor store. He told the owner he wanted sone noney.
The owner gave John the noney and John |eft.

(Wl ensky, 1983, pp. 146-147)

D scussi on

In (1) Ann bought a ticket because she wanted to see the
novie. In (2) John got a gun because he wanted to rob the
[iquor store, and he left because he didn't want to get
caught . The characters' actions fulfilled enabl enents of
pl ans they wanted to execute. In (1), by buying the ticket
Ann is able to enter the theater and see a novie. 1In (2), by
getting a gun John is able to rob the |iquor store, and by
| eavi ng he avoi ds getting caught.

Linguistic: 11.B. Discourse relation of clause

Cogni ti ve-psychological: 11.C 6.b.7.b. Instrunental and
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enabl enent
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#11)

Pl ans and goal s

Pr obl em

(1) John had to blow up two bridges, but he only had one
expl osi ve charge.

(2) John wanted to put up two posters, but he only had one
t hunbt ack.

(Wl ensky, 1983, p. 66)

D scussi on

In both (1) and (2) John has a goal conflict that results
fromlimted resources. 1In (1) the conflict between bl ow ng
up one bridge or blowing up the other derives fromthe fact
that an expl osive charge can only be used once and is then
destroyed. In (2) the conflict between putting up one poster
or putting up another arises because a thunbtack can only be
used in one |location at a tine. Understanding consunptive
properties of objects and plans is necessary to recogni ze
goal conflicts.

Linguistic: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.1. Relations anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#12)

Pl ans and goal s

Pr obl em

(1) John and Bill were stranded in the desert with only
enough water for one of themto nmake it to the nearest
town. Then they stunbled upon an oasis.

(2) John wanted to watch the football ganme, but Mary wanted
to watch the ballet. Mary put on Channel 3. She found
out that the ballet was postponed until |ater that day.

(Wl ensky, 1983, p. 112)

D scussi on

The |ast sentences in both (1) and (2) describe the
resolution of the characters' goals. In (1), finding the
oasis solves John and Bill's goals of having enough water,
resolving a potential conpetition between them In (2),
finding that the ballet was postponed all ows John to achieve
his goal of watching the football game and thwarts Mary's
goal of watching the ballet. An understander nust relate the
effects of each described action to the goals of the
characters.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.1. Relations anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#13)

Pl ans and goal s

Pr obl em

(1) John thought killing animals was norally wong. He also
t hought that eating vegetabl es nade one healthy.

(2) John had to stay hone because he expected a visitor. He
also had to stay in his study because he was trying to
wite a paper.

(3) John thought he needed sone exercise. He also felt |ike
he needed sone fresh air, so he decided to go jogging in
t he park.

(Wl ensky, 1983, pp. 113-114)

Di scussi on

In all three exanples, the understander nust track
multiple goals of a character and recognize when one plan
achieves all of these goals. To understand (1), it is
necessary to realize that John has two goals--to avoid
killing aninmals and to be healthy--and that these goals are

rel ated because as a vegetarian he can achieve both.
Simlarly, in (2), John's goals are to neet his visitor at
hone and to study. Both can be achieved if he stays honme and
studies. Finally, in (3), John's goals are to exercise and
to get fresh air, both which can be achieved by jogging
out door s.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.2. Goal: Subsunption
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#14)

Pl ans and goal s

Pr obl em

(1) John got a job 50 mles fromwhere he lived. He decided
to buy a car.

(2) John got tired of going to a singles' bar every night.
He decided to get marri ed.

(3) John thought that commuting to work was a waste of
energy. He decided to nove into the city.

(Wl ensky, 1983, pp. 115-116)

D scussi on

To understand the connection between the first and second
sentences in (1), (2), and (3), it is necessary to realize
that the second sentence in each describes a plan for
resolving a repeatedly occurring goal. 1In (1) buying a car
achieves the daily goal of getting to work quickly and
easily. In (2) getting married achi eves the goal of having
constant conpanionship. In (3) nmoving to the city achi eves
t he goal of having a short comute.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.a. Cause and effect
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#15)

Pl ans and goal s

Pr obl em

(1) John and Bill were partners playing golf. Bill hit a
shot into the rough. John sneakily noved the ball into
a better position.

(2) The United States and China were afraid of the Soviet
Union, so they signed a nutual defense pact.

(Wl ensky, 1983, pp. 122-123)

D scussi on

To understand certain actions of characters, it is
necessary to understand that they share a goal. 1In (1), to
under stand why John noved the golf ball and helped Bill, it

IS necessary to recognize that since they are golf partners,
they share the goal of winning. 1In (2), to understand why
the U S. and China signed a nutual defense pact, one has to
realize that they share a goal of avoiding a Russian attack

Def endi ng each ot her hel ps achi eve this goal.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.c.3. Goal: Concordance
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 2. (#16)

Pl ans and goal s

Pr obl em

Paul's wife Sarah wanted a divorce. She also wanted the
car, the house, the children, and alinony. Paul ...didn"t
want to see Sarah wal k off with everything...he was hoping
for a favor fromthe only | awer he knew. Paul gave his hone
phone nunber in case Richard...could help.

(1) R chard eagerly picked up the phone and di al ed.
(2) Richard norosely picked up the phone and di al ed.

(Dyer, 1982, pp. 265-266)

D scussi on

Suppose these two sentences were foll owed by the question
"Did Richard agree to take Paul on as a client?" After
reading (1), the likely answer is "yes." After reading (2),
however, the likely answer is "no." Under st andi ng these
exanpl es should allow the reader to make an inference about
the |ikelihood of the |awer taking Paul as a client. To
make this inference, R chard' s effective state nust be taken
i nto account.

Linguistic: 111.M Inferring goal fromcontext and world
knowl edge
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Cogni ti ve-psychological: 11.C 6.b.8.c. Prediction
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenmplar 11.D. 2. (#17)

Pl ans and goal s

Pr obl em

The Crow was sitting in the tree with a piece of cheese
in her nmouth. The Fox wal ked up to the bottom of the tree
and said to the Gow, "Crow, what a beautiful voice you have;
pl ease sing for ne." The Crow was very flattered and began
to sing. Wen she did, the cheese dropped out of her nouth.
The Fox grabbed the cheese and ran away | aughi ng.

(Dol an & Dyer, 1986, p. 489)

D scussi on

Readers have not understood this story unless they get
the point of the story: there can be an ulterior notive
behind flattery. Recognizing that this is the point of the
story requires understanding that the fox flattered the crow
in order to make her sing, in order to get her to rel ease the
cheese, so the fox could eat it. |In essence, to understand
this story involves understanding that the crow failed to
anti ci pate out cones.

Li ngui sti c: Di scourse relation of clause
Di scourse segnent function
Inferring goal fromcontext and world

know edge

1. B
. C
.M
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Cogni ti ve-psychological: 11.C 6.b.7.c.1. Relation anong goal s
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 3. (#1)

Bel i ef nodification

Pr obl em

He pl unked down $5 at the window. She tried to give him
$2.50 but he refused to take it. So when they got inside,
she bought hima | arge bag of popcorn.

(O Rorke, 1983, p. 306)

D scussi on

A reader mght well conclude that the first sentence is
about nmaking a bet. Gwven this interpretation, the second
sentence seens to descri be soneone el se trying to get a piece
of the bet. When the third sentence is read, these previous
assunptions are usually invalidated and reinterpreted as
actions related to buying a ticket to the novies. A story
under st ander nust be able to make reasonable assunptions
based on what it has read so far, but it nust al so have a way
to revise those assunptions based on subsequent information.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.8.d. Inplication
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 3. (#2)

Bel i ef nodification

Pr obl em

The Reagan Adm nistration argues that Anerica does not
need an industrial policy since all governnment has to do to
guar ant ee econom ¢ success under capitalismis keep out of
the way. Yet the Reagan adm nistration has just...increase[d]
tariffs on large motorcycles from 4.4 percent to 49.4
percent .

(Al varado, Dyer, and Fl owers, 1985, p.228)

D scussi on

This paragraph is taken from an editorial about trade
policy. The author argues against a specific action of the
Reagan adm nistration, the increase of tariffs on Harley-
Davi dson conpetitors, by asserting that the increase
contradicts stated adm nistration econom c beliefs. To
understand the argunent, it is necessary to recognize the
basic belief from the first sentence and to be able to
predi ct appropriate actions, given that belief. The actual
action then contradicts the expected action which | eads the
reader to question either the logic of the adm nistration's
actions or the sincerity of its stated beliefs.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
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Cogni ti ve-psychological: 11.C 6.b.7.f. Relation: Logical
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 3. (#3)

Bel i ef nodification

Pr obl em

(1) MIton Friedman: Interest rates will rise as an
i nevi tabl e consequence of the nonetary expl osi on we've
experi enced over the past year.

(2) Lester Thurow. Wth high growth choked off by high
interest rates, the deficit will be bigger, not smaller.

(Ri esbeck & Martin, 1986, pp. 383, 386)

D scussi on
These sentences are descriptions of beliefs that one
action results fromanother. An understander should be able

to recognize or to build these causal connections as part of
t he process of understanding the input.

Linguistic.: 11.B. Discourse relation of clause
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Cogni ti ve-psychological: 11.C 6.b.7.a. Cause and effect
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 3. (#4)

Bel i ef nodification

Pr obl em

The CIA called in an inspector to check for bugs. The
secretaries had reported seeing roaches.

(Eiselt, 1985, p. 863)

D scussi on

After reading the first sentence, a reader ni ght assune
that an "inspector” is a ClA agent and that "bugs" refer to
hi dden m crophones. But after reading the second sentence,
"bugs" is nore likely to be taken to refer to insects and

"inspector"” to refer to an insect-killer. Even though an
under st ander decides that it has enough information to
identify references(for "inspector” and "bugs" in this
exanple), it must be prepared to nodify these assunptions

based on information in subsequent sentences.

Linguistic: 1.B.1.a. Noun

Cogni ti ve-psychol ogical: 11.C 2.e. Wrl d know edge: Cul tural
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[1.C.6.b.8.d. Inplication
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 4. (#1)

Ar gunent at i on

Pr obl em

Sonme people are against conputers because conputers
elimnate people's jobs. However, the autonobile industry
did the sane thing to people in the horse carriage industry.
Yet consumer demand for autos was strong enough that
eventually nore jobs were created in the auto industry than
were lost in the horse carriage industry. In the end, the
econony benefitted by the introduction of the new technol ogy.

(August & Dyer, 1985, p. 845)

D scussi on

In this paragraph the author argues by anal ogy that the
conputer industry will provide nore jobs than it elim nates.
To understand this point, it is necessary to recognize that
the conputer industry is being conpared to the autonobile
industry, and that they share certain features. Because of

t hese shared features, one can conclude that, |like the auto
i ndustry, the conputer industry will lead to a net increase
in jobs.

Linguistic: 11.C D scourse segnent function

167



Cogni ti ve-psychological: 11.C 6.b.8.d. Inplication
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exemplar 11.D. 4. (#2)

Argunent at i on

Pr obl em

Recent protectionist measures by the Reagan
Adm ni stration have di sappointed us...[voluntary] limts on
Japanese exports of autonobiles...are...bad for the
nation...Far from saving jobs, the limtations on exports
will cost jobs. If we inport less, foreign countries wll
earn fewer dollars. They will have less to expend on US
exports. The result will be fewer jobs in export industries.

(Al varado, Dyer, and Flowers, 1985, p. 229)

D scussi on

Much of this paragraph is a description of a chain of
reasoning. The chain goes sonething like this: J|imtations
on exports cause foreign countries to earn fewer dollars, so
the countries have |ess noney to spend on U S. exports, so
that there will be fewer jobs in export industries. Thi s
argunent is then used as an attack on certain neasures of the
Reagan adm ni stration. The presunptive justification for the

measures is that they will save jobs. But this argunent
clainms that the neasures will, in fact, lead to a |oss of
] obs. This pattern of argunment is very common but the

argunent chain itself and the argunentation pattern nust be
inferred by the reader. They are never explicitly stated.

Linguistic. 11. Di scourse rel ation of clause
. Di

B
C scourse segnent function
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Cogni ti ve-psychological: 11.C 6.b.7.f. Relation: Logical
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 4. (#3)

Argunent at i on

Pr obl em
(1) A strike cripples Pan Am

(2) Tough laws will not stop the use of dangerous drugs but
will instead | ead to obscene profits.

(3) ...a pesticide that silenced birds, threatened Wst Coast
peregrine fal cons and bal d eagl es, and possi bly caused
cancer in humans.

(Shoham & Dean, 1985, p. 90)

D scussi on

Each of these exanples above expresses a causal
connection (or lack of such a connection) between events.
Under st andi ng these connections requires understanding

t enporal sequences. In (1) the strike preceded Pan Anis
(metaphoric) ill health. 1In (2) after tough |aws are passed
there will be no cessation of the use of illegal drugs. In

(3) the danger to people and aninmals canme later than the
appearance of the pesticide. An understander nmust be able to
recogni ze that each exanple refers to an inplicit tenpora

chain of events connecting one event to another event or
state.

Linguistic: 111.1. Tenporal relation, causation
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Cogni ti ve-psychological: 11.C 6.b.7.a. Cause and effect
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 4. (#4)

Argunent at i on

Pr obl em

(1) The lraquis caused the Persian Gulf \War.

(2) The Iranians caused the Persian Gulf War.
(3) The Iranians fought in the Persian Gul f War.
(4) The Iraquis fought in the Persian Gulf War.
(Fl owers, 1982, p. 270)

D scussi on

In an argunent, (2) mght be said in order to contradict
(1). To see the contradiction, it is necessary to know that,
normally only one person or group is blamed for having
"caused" a war.

Exanpl es (3) and (4) are structurally very simlar to (1)
and (2), but they cannot be taken as contradictory. To
understand that they are not contradictory requires the
knowl edge that wars typically have many participants. Thus,
t he understander nust have enough know edge about wars to
interpret (1) and (2) as argunentative and (3) and (4) as not
argunent ati ve.

Linguistic: 11.C Discourse relation of clause

Cogni ti ve-psychol ogical: 11.C 2.e. Wrl d know edge: Cul tural
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I1.C.6.b.7.h. Contradiction
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D. 5. (#1)

Sunmar i zi ng

Pr obl em

(1) John graduated coll ege. John | ooked for a job. The

Xenon Corporation gave John a job. John was well |iked by
t he Xenon Cor poration. John was pronoted to an inportant
posi tion. John got into an argunment with John's boss

John's boss gave John's job to John's assistant. John
couldn't find a job. John couldn't nmake a paynent on his car
and had to give up his car. John also couldn't make a

paynment on his house and had to sell his house and nove to a
smal|l apartnent. John saw a hit and run accident. A man was
hurt. John dialed 911. The man's life was saved. The man
was extrenmely wealthy and rewarded John with a mllion
dollars. John was overjoyed. John bought a huge mansion and
an expensive car and |ived happily ever after.

(2) John worked for the Xenon Corporation. The Xenon
Corporation fired John. John could not pay for his house and
his car. John was broke. John saved a man's life. The man
gave John sone noney. John was rich. John got a new car and
a new house.

(Wl ensky, 1983, pp. 150-151)

D scussi on

Exanple (2) is a summary of (1). It captures the point
of the story, nanely, that John was broke, John saved a man's
life, and the man gave John lots of noney. A reader has
understood (1) only if he can provide a summary |ike (2).
Notice that the summry |eaves out many events, such as
dialing 911. The summary al so takes nunerous instances, such
as John selling his car and house, and turns theminto a
singl e description: John was broke.

Linguistic: 11.C D scourse segnent function
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Cogni ti ve-psychological: 11.C 6.b.5.c. Sunmarize
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exemplar 11.D.5. (#2)

Sunmari zi ng

Pr obl em

(1) An Arabic speaking gunman shot his way into the Iraqi
Enbassy here (Paris) yesterday norning, held hostages
t hroughout nost of the day before surrendering to French
policenen, and then was shot by Iraqi security officials
as he was | ed away.

(2) One unconfirmed report said that up to 100 arned nen,
believed to be nenbers of the Shiite Mdsl em sect, took a
nunber of persons hostage and occupi ed Mecca's G eat
Mosque, killing a Saudi clergyman in the process.

(Ri esbeck, 1982, p. 45)

D scussi on

Ri esbeck notes that "Newspaper stories commonly have very
|l ong sentences that string together several events and
descriptions” (p.45). Sentences like these are often hard to
handle if the parser tries to build a conplete syntactic
parse first, or if it tries to |ook up every word as it goes
al ong before building a nmeaning representation. One way of

dealing with the linguistic problens that sentences |ike
these pose is to ignore the details altogether. Peopl e
reading stories seemto focus on the interesting words and
only later, if at all, do they analyze the details. The
interesting words ("gunman," "enbassy," "hostages," etc.)

lead to high-level know edge structures which lead to
expect ati ons about words and events in the sentence. These
expectations help to disambiguate words and syntactic
structures.

Linguistic. 1.C 9. Conplex sentence structures
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Cogni ti ve-psychological: 11.C 6.b.5.c. Sunmarize
CONNECTED- UTTERANCE | SSUES

Reasoni ng, Argunentation, Story Understandi ng
Exenplar 11.D.5. (#3)

Sunmari zi ng

Pr obl em

An operating systemis constituted by a set of prograns
whi ch are used to nonitor the execution of the user prograns
and the use of resources. One of the mamin reasons for
utilizing operating systems is that they allow severa
processes to run at the sane time.

(Fum Quida, and Tasso, 1985, p. 843)

D scussi on

One way to show how well a piece of text has been
understood is to present a brief sunmary of it. To produce
this summary, it is necessary to understand which parts of
the text are the nost inportant. |In the exanple above, the
concept being defined (operating system) and its nmjor
purpose (allowing different prograns to run at the same tine)
shoul d be included in a sunmary.

Linguistic.: 11.C D scourse segnent function
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Cogni ti ve-psychological: 11.C 6.b.5.c. Sunmarize
CONNECTED- UTTERANCE | SSUES

Met aphor
Exenmplar 11.E (#1)

Pr obl em

My wife is the sparkle on sumrer dew. She brightens the
dawn of the lovliest norning. To ny dismay, the sparkle on
summer dew has just run off with the m |l kman.

(adapt ed from Cohen, 1979)

D scussi on

In the exanpl e above, the netaphor in the first sentence
comments on the nature of the wife, and the netaphor in the
third sentence identifies the reference of the grammtica
subject of the sentence. If the third sentence were to
appear out of context, its nmeaning would be unclear. This
met aphor of the wife as the sparkle on sunmer dew nust be
active throughout an extended passage of text in order for
the text to be intelligible.

Linguistic: 111.B.2.b. D scourse context relevant for
interpretation
[11.N 1. Met aphor
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Cogni tive-psychological: 11.C 2.d. Wrld know edge: Conceptua
CONNECTED- UTTERANCE | SSUES

Met aphor
Exenplar 11.E (#2)

Pr obl em

(1) Professor Eneritus Robert WIlians, for many years the
foundation of the history departnent, is no |onger as
mental |y adept and innovative as he once was. The rock
is becomng brittle with age.

(2) The large outcrop of granite on your |eft has nunerous
small fractures init. The rock is becomng brittle
wi th age.

(3) Professor Eneritus Robert WIlians, for many years the
foundation of the geol ogy departnent, is no |onger as
mental |y adept and innovative as he once was.

Yest erday, when exam ning a speci nen of weat hered
granite, he incorrectly identified it as sandstone. The
rock is becomng brittle with age.

["The rock is becomng brittle with age" is cited in Mrgan
(1979) fromits original source in Reddy (1969) as an exanpl e
of a sentence that can function either literally or
met aphorically. The rest of the above exanples were
generated by the authors.]

Di scussi on

The sentence "The rock is becomng brittle with age" can
be interpreted either literally or netaphorically. The
meani ng of this sentence can be determ ned only in context.
I n exanple (1) above, the parser nust understand that the
reference of "the rock” is Professor Eneritus Robert
WIIlianms. This reference of "the rock"” necessitates a
semanti c extension of the usual neaning of the noun "rock."
In the exanple (2), the reference of "the rock” is literal.
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The problem the parser faces is knowi ng when it should
search for a literal referent and when it should search for a
nmet aphoric one. Exanple (3) is especially confusing. Although
t he netaphoric reference of "the rock" is correct, it is very

difficult to see how a parser could understand this, given that
aliteral reference is available as well.

Linguistic: 111.B. 2. b. D scourse context relevant for

interpretation
[11.N 1. Met aphor
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Cogni tive-psychological: 11.C 2.d. Wrld know edge: Conceptua

Goup IIl: True-dial ogue |Issues
In Goup Il problens the system nust know not only about
t he sequence of utterances read but al so sonet hi ng about the
user's goals, intents, and expectations. Goup IIl exanples

do not necessarily involve an actual two-way dial ogue between
the system and the user but they at |east involve building or
accessing a nodel of the user. W assune that the essence of
di al ogue is being able to make judgnents about the goals,
expectations and beliefs of the other participant. Wth
true-di al ogue issues, the system does not sinply give
responses to the user's input but brings to bear know edge
about users and their use of |anguage in deciding on the
response. Goup IIl problens involve an interchange between
two know edgeabl e entities.
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#1)

Pr obl em

(1) Q Has a yellow car gone by?
A:  Yes, one yellow one on Hartungstreet.

(2) Q Have several vehicles stopped on Bi berstreet?
A Yes, two.

(Wahl ster, Marburger, Janmeson, and Busenmann, 1983, p. 644)

D scussi on

Sinply responding with "yes" to either of the above
questions, wthout any further response, would literally
answer the question but result in a frustrated questioner. A
hel pful answer requires further information. For exanpl e,
one nust infer in (1) that the first questioner's goal m ght

be to find out where a yell ow car was observed. 1In (2), the
second questioner's goal mght be to know how many vehi cl es
have stopped. Inferring these user goals is a task that

requi res reasoni ng about the user's goals.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.a.1. Verification
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#2)

Pr obl em

Coul d you nmount a magtape for nme? |It's T376. No ring
please. Can you do it in five mnutes?

(Al'len, Frisch, and Litman, 1982, p. 66)

D scussi on

The user's utterances specify a goal and then further
refine it. The first utterance suggests that the user wants
a tape nounted. The latter utterances specify this goa
further, letting the system know that the user wants a
particular tape nounted within the next five mnutes and
Wit hout a ring. That is, the second and third utterances
specify further information about the object upon which the
system shoul d act, and the fourth specifies the tinme when the
system shoul d act.

Note: For a discussion of the above exanple as an indirect
speech act see Exenplar [11.C (#2)

Linguistic: 111.K GCoherent/related content
I V. F. Sentence fragnent

Cogni ti ve-psychological: 11.C 6.b.2.a.1. Quantification: Exact
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#3)

Pr obl em

U Could you nount a nmagtape for ne? It's T376. No ring
please. Can you do it in five mnutes?

S W are not allowed to nount that magtape. You w |l have
to talk to the head operator about it.

U  How about tape T2417?
(Al'len, Frisch, and Litman, 1982, p. 66)

D scussi on

Standing by itself, outside of this dialogue, the |ast
utterance nmakes little sense. But in the exanple above its
meaning is that the user's goal of nounting tape T376
expressed as an indirect speech act [see Exenplar 11I1.C
(#2)], should be replaced with a goal of nounting tape T241.
Understanding the ellipsis (T241 for T376) is only part of
the problem The system nust recognize that the user has
activated a new goal with the elliptical substitution.

Linguistic: 111.C Elipsis

Cogni ti ve-psychol ogical: 11.B. Processing semantics
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#4)

Pr obl em

U | need sone nore di sk space.
S Type "rm*."

(Wl ensky, 1982, p. 105)

D scussi on

In this exanple, the system has given the user sone bad
advice: "rm?*" is the UNI X command that renoves all of the
user's files. The reason for this mstake is that the system
did not infer that the user's goal is not sinply to have nore
di sk space. The user also wants to preserve his existing
files. This means that the user's goal is really to get an
increase in the total space available to him The system has
to interpret the user's utterance in terns of this higher
| evel goal which it first has to recognize. The problemis
that the user has many goals and sonmehow only the rel evant
goal shoul d be addressed.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.b.7.c.3. Goal: Concordance
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#5)

Pr obl em

U Has John checked in yet?
. No--shall | let you know when he has?

S

U Has John checked in yet?

S: Yes--shall | et you know when the rest of the commttee
menbers do?

(Webber & Mays, 1983, p. 651)

D scussi on

In each of these exanples, the system offers to take
further action that it believes fits the user's goals. The
user mght want sonme information that is not currently
avai |l abl e, and the question (or a related question) should be
renewed at a later tinme. |In the first situation, the user's
goal is inferred to be finding out when John arrives. 1In the
second, it is inferred that the user wants to know when
peopl e associated with John will arrive. Inferring these
goals requires the system to reason about possible future
states of the world.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.a.1. Verification
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#6)

Pr obl em

(1) Last tine we net we had an excel |l ent dinner together.
(2) This product is going to be a big seller.

(Wahl ster & Kobsa, 1986, p. 957)

D scussi on

Suppose the two sentences above are uttered by the sane
speaker during the course of a business conversation. 1In (1)
t he speaker assunes the role of a friend. 1In (2) the speaker
assunmes the role of a salesman. Different expectations are
associated with each role, so the hearer nust be able to
infer the role of the speaker.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.9. Intention: To play a role
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#7)

Pr obl em

s Professor Smth teaching Expert Systens next senester?

(adapted from Carberry, 1988, pp. 26-27)

D scussi on

To respond helpfully to this utterance, the hearer nust
understand the user's plans. This user could want to take
Expert Systens only if it is taught by Professor Smth. O
the user could want to take Expert Systens only if Professor
Smith is not teaching it. O the user may want to take sone
course taught by Professor Smth. The response will vary
depending on which of these plans the user is assuned to
have.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.a.1. Verification
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#8)

Pr obl em

U |Is there a lanp near to every bed?
S:  Yes, next to al nost every one.

(Hoeppner, Christaller, Marburger, Mrik, Nebel, O Leary, and
Wahl ster, 1983, p. 592)

D scussi on

Taken literally, the question can only be answered "yes"
if there is, in fact, one lanp next to every bed. One bed
w thout a lanp and the question would require a "no." Yet,
if the questioner's goal can be inferred to be "Is it likely
that there will be a lanp next to ny bed?" the answer above
i s reasonabl e. Recogni zi ng when an approxi mate answer is
satisfactory requires that the answerer have a nodel of the
questioner's goals.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.a.1. Verification
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#9)

Pr obl em

U Should | take discrete nath and data structures this
senester?

Rl: Yes, data structures is a requirenent for all l|ater
Conmput er Sci ence courses and discrete math is
corequisite for Data Structures.

R2: Yes, you usually take them both first senester,
sophonore year.

R3: Yes, they are both offered next senester, but not in the
spring, and you need to get themout of the way as soon
as possi bl e.

R4: Yes, if you take data structures this senester, you can
take intro to Al next senester.

(McKeown, Wsh, and Matthews, 1985, p. 794).

D scussi on

Depending on the user's goals, the question above is
understood differently. |If the user's goal is known to be
conpleting requirenents quickly, (U is understood to be
aski ng whether these courses are requirenents for |ater
courses, leading to response (R1). If the user's goal is
known to be taking Al as soon as possible, (U is understood
to be asking whether these courses are necessary to take Al,
| eading to response (R4). Simlar inferred user goals |ead
to responses (R2) and (R3).

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.a.5.a. Description: List

attri butes
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#10)

Pr obl em

User: Add a dual disk to the order.
System A dual ported disk. Wat storage capacity?

(Carbonell & Hayes, 1983, p. 133)

D scussi on

The response by the system is a form of elaboration

el lipsis. The system intends to confirm the m ssing
informati on and gather nore needed information wthout
interrupting the conversational flow. In each case, the

utterance nust be recognized as referring to the topic
i ntroduced by the user. This kind of cooperative dial ogue is
very common when the user believes that he is dealing with
soneone who understands natural |[|anguage. It is often
assuned that "understandi ng | anguage" neans under st andi ng the
user's goal s and shari ng common assunpti ons.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychol ogical: 11.C 8.b. Presuppositions of speaker:
Cont ext ual
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans

Exenplar 111.A (#11)
Pr obl em
User: G ve ne a dual port tape drive.
System A dual port tape drive?
User: Sorry, a dual port disk drive.

(Carbonell & Hayes, 1983, p. 133)

D scussi on

The system simply echoes the semantically
i nconprehensible part of the input. The wuser should
recogni ze the question marking as indicating that the system
found this phrase problematic. Then the user's response mnust
be seen as offering a substitute phrase. "Sorry, "is a
stock corrective phrase and clues the system that the user
recogni zes the mstake and will offer a substitute.

Linguistic: 111.M Inferring goal fromcontext and world
know edge

Cogni ti ve-psychological: 11.C 6.a.4. ldentification

I1.C.6.cC To command
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#12)

Probl em
|"monly interested in A-7's.

(Val tz, 1982b, p. 19)

D scussi on

This exanple is excerpted fromuser input to a database
front-end. The purpose is to tell the system that
"restricted to A-7's" is inplicit in the questions. This
m ght be a correction to an wearlier question, or a
preparation for a series of subsequent questions. In the
|atter case, the restriction is in effect until the user
indicates that it is no longer in effect. Such declarative
i nformati on cannot be parsed directly into a query, but nust
be added to the systemis expectations about the user's needs.

Linguistic: 111.K GCoherent/related content

Cogni ti ve-psychological: 11.C 6.b.6. Instruction
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#13)

Pr obl em

(1) Gve ne a nonth by nonth status report for F-4's.
(2) Wiich plane had the worst naintenance record?

(Val tz, 1982b, p. 18)

D scussi on

The exanpl es above are taken from user input to the
PLANES natural |anguage front-end to a database of aircraft
flight and mai ntenance data. These inputs are problematic
for a database front-end. The system does not in genera
know what kind of information a user mght want in a "status
report." Creating a status report requires the ability to
reason about the data that is contained in the database, as
wel | as about the relations between them Simlarly, the
plane with the "worst maintenance record" cannot be
determ ned w t hout know ng what defines worst. Each of these
queries requires that the system be able to reason about the
user's needs.

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.a.5.c. Sunmari ze
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#14)

Pr obl em

U dve ne a large capacity disk.
S Wth dual ports?
U Yes, and a universal frequency adapter.

(Carbonell & Hayes, 1983, p. 133)

D scussi on

Each of the two sentence fragnents have to be recogni zed
as el aborations of the previous utterance. This sort of
ellipsis is common in ongoing dialogues in which speakers
assunme a goal known to both of them In this case the user
is engaged in defining, in several steps, his needs for a
di sk. Both participants are building a nodel of what the
user wants by establishing a basic topic and adding to or
nodi fying the default features for that topic. C osure of
this nodel building mght be marked by a sentence begi nni ng
with a phrase like "also give nme" to introduce a new topic.

Li ngui sti c: .C. EHlipsis

111
I1l.K Coherent/rel ated content
I V. F. Sentence fragnents

Cogni ti ve-psychological: 11.C 6.c. To conmmand
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#15)

Pr obl em

U Wat is the price of the three |argest single port fixed
medi a di sks?

U Speed?

U Two snallest?

(Carbonell & Hayes, 1983, p. 134)

D scussi on

In the exanpl e above, the third query is anbiguous. The
fragmentary sentences are refornulations of the earlier
gueries. Certainly, the second question refers to the speed
of the "three largest...disks.” In the third question, "Two
smal | est?" can be seen to replace "three |argest” on semantic
grounds (the only possible such match in either earlier
gquery). The system may have difficulty deciding whether to
meke the replacenent in the second (speed) or the origina
(price) question. This anbiguity cannot be resolved fromthe
surface i nput. The system needs to have a nodel of the
user's goal s.

Linguistic: 111.C Elipsis

Cogni ti ve-psychological: 11.C 6.a.2.a.1. Quantification: Exact
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TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#16)

Pr obl em

(Q Do you want a piece of chocol ate?
(A) | just had an ice cream cone.

(Schank, 1980, p. 249)

D scussi on

In this dialogue fragnent, we understand the second
sentence to nean "No." To do so, it is necessary to infer
that having eaten term nates any hunger goal, which
elimnates the goal of having nore food, which neans that the
respondent does not want a piece of chocol ate. These
i nferences involve causal and enablenment relations. For
exanpl e, having food enables eating it, and eating food
causes one to no | onger be hungry.

Linguistic: 111.M Inferring goal fromcontext and world
know edge

Verification

Cogni ti ve- psychol ogi cal . ca. l.
.b.8.d. Inplication



TRUE- DI ALOGUE | SSUES
User Goal s and Pl ans
Exenplar 111.A (#17)

Probl em
What courses deal with conputers?

(adapted from Tennant, 1979, p. 876)

D scussi on

If the know edge base only has information about the
specified topics of courses, it wll return only those
courses that explicitly nention conputers and not ones that
mention specific hardware or software topics. To give a
useful answer, the system nust have know edge of the
rel ati onshi ps anong the objects that the user m ght ask about
and that the system knows about.

Linguistic: 111.K GCoherent/related content

Cogni ti ve-psychological: 11.C 6.a.2.b. Denotation: Conposition
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TRUE- DI ALOGUE | SSUES
Logi cal Presuppositions

Exenplar 111.B. (#1)

Probl em
Who is teaching C S. 239 this quarter?
(adapt ed from Kapl an, 1982)

D scussi on

This utterance presupposes that there is a course "C. S
239" and that it is being offered this quarter. |If either of
the presuppositions are incorrect, the correct answer is
uncl ear. If the question is part of a larger query to
generate a |list of all courses, it mght be reasonable to
answer "no one" or nil. But nore commonly, the user would
like to know if, in fact, the course isn't being offered
rather than that it does not have an instructor assigned. To
give the hel pful response, the system nust have access to
enough domain know edge to understand and test the
pr esupposi ti ons.

Linguistic: 111.D. Presupposition

Cogni ti ve-psychological: 11.C 6.a.2.b. Denotation: Conposition
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TRUE- DI ALOGUE | SSUES
Logi cal Presuppositions

Exenplar 111.B. (#2)

Pr obl em

(1) Israel can't negotiate with the PLO because they don't
even recogni ze Israel's right to exist.

(2) Israel doesn't recognize the PLO either.
(3) But the PLOis just a bunch of terrorists.
(Bi rnbaum 1982, pp. 63-65)

D scussi on

To understand this argunment, utterance (2) nust be seen

as an attack on utterance (1). Sonehow Israel's not
recognizing the PLO is an attack upon the PLO s not
recogni zing Israel. And (3) nust be understood as an attack

on (2). The inplicit neaning of (3) is sonething I|ike:
"Since the PLOis a terrorist organization, |Israel does not
have to recognize them" Followng this argunent requires
that the understander have access not only to the surface
meani ngs of the sentences, but also to the underlying world
know edge about political relations and to the inplicit
structure of the argunment that connects the utterances.

Linguistic: 11.B. Discourse relation of clause

Cogni ti ve- psychol ogi cal . Wrl d know edge: Cul tural

2. e.
6.b.8.d. Inplication
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TRUE- DI ALOGUE | SSUES
Logi cal Presupposition

Exenplar 111.B. (#3)

Pr obl em

How many propeller replacenents were made for A-4's?

(Val tz, 1982b, p. 26)

D scussi on

Bef ore an understander attenpts to answer a concrete
question, it should determ ne whether the situation presented
in the question corresponds correctly to a real-world
situation. Understanding a sentence is nore than just
form ng a database query or a logical form The A-4is a jet
aircraft, and thus does not have a propeller that can be
repl aced. Questions that nake a plausibility error should be
targeted for correction by the system It is nore efficient
to check for propellers on A-4's before constructing the
guery, than to ask and get a zero answer. In the case of the
A-4's, a hel pful systemwoul d answer "The A-4 does not have a
propel ler."

Linguistic: 111.M Inferring goal fromcontext and world
know edge
Cogni ti ve-psychological: 11.C 6.a.2.a.1. Quantification: Exact
I1.C 8.b. Pr esupposi ti ons:

Cont ext ual
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TRUE- DI ALOGUE | SSUES
Speech Acts
Exenplar 111.C (#1)

Pr obl em

(1) It's cold in here.
(2) Turn on the heater.
(3) Shut the wi ndow.

(El I man, 1983, pp. 600- 601)

D scussi on

Exanple (1) is an indirect request for the listener to
performan action. Uterance (1) is intended to notivate the
listener to perform sonme action necessary to achieve the
speaker's goal of staying warm To understand the utterance,
this goal of the speaker nust be inferred or already known,
and the neaning of the utterance nust be interpreted as a
request for an action. Exanples (2) and (3), on the other
hand, are direct requests; the speaker's request for action
is explicit and does not need to be inferred.

Linguistic: 111.P. Indirect speech acts

Cogni ti ve-psychological: 11.C 6.c. To comrand

198



TRUE- DI ALOGUE | SSUES
Speech Acts
Exenplar 111.C (#2)

Pr obl em

(U Could you nmount a magtape for me? |It's T376. No ring
please. Can you do it in five mnutes?

(S) W are not allowed to nount that magtape. You w |l have
to talk to the head operator about it.

(Al'len, Frisch, and Litman, 1982, p. 66)

D scussi on

Utterance (U) is a query about the systenmis abilities. It
could be taken narrowmy as a question about the systems
physi cal capabilities. But it is actually intended as a
request for the systemto performan action, which nakes it
an indirect speech act. |If the system cannot recognize the
i ndirect speech act, it mght only answer "yes" to (U and
then refuse to nount the tape when the user specifically
requests it. Even if the systeminterprets "could" to cover
perm ssion as well as capacity, it mght still only say "no."
But if the systemrecognizes the indirect speech act, it can
give the helpful suggestion about the head operator.
Recogni zing the query as an indirect speech act requires
know edge of the user's goals.

Linguistic: 111.P. Indirect speech acts

Cogni ti ve-psychological: 11.C 6.c. To conmmand
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TRUE- DI ALOGUE | SSUES
Speech Acts
Exenplar 111.C (#3)

Pr obl em

(1) That cake that you nmade | ooks delicious.
(2) No planes crashed in January, right?

(Val tz, 1982b, p. 23)

D scussi on

A single sentence can have nmany purposes and
i nterpretations. The first exanple, for instance, can be
understood as giving the speaker's opinion about the cake,
prai sing the cook, or requesting sone of the cake. The
second sentence both states a belief and requests a
confirmati on of that belief.

Exanples |ike this pose problens for systens that come up
with only one neaning for a sentence. Because a system may
be expected to use any one of nultiple speech acts for a
given sentence, it nust be able to recognize all of the
possi bl e speech acts associated with the sentence.

Linguistic: 111.M Inferring goal fromcontext and world
know edge

Cogni ti ve-psychological: 11.C 6.a.1. Verification

I1.C09. Poi nt of view of the speaker
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TRUE- DI ALOGUE | SSUES
Met a- Li ngui stic Di scourse

Exenplar 111.D. (#1)

Pr obl em

U Print gauss.rel on the diablo printer.
S CGAUSS REL is not a printable file.
U Qops, | neant gauss.for.

(Hayes & Carbonell, 1983, p. 668)

D scussi on

Here, the user's second utterance tells its listener to
substitute gauss.for for gauss.rel in the user's first
utterance. This is a netalinguistic reference across
utterances in the dialogue. To understand its neaning, the
hearer nust be able (a) to infer an object for which
gauss.for can be substituted and (b) to understand that this
utterance is intended to cancel the effect of the first
utterance. In this way, it is different from ellipsis.
There are two inportant issues here. First, how is the
nmeani ng of such corrective netalinguistic utterances derived?
And second, how does the understandi ng of previous utterances
in the dial ogue change based on these corrective utterances?

Linguistic. 111.Q Metal anguage

Cogni ti ve-psychological: 11.C 6.c. To conmmand
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TRUE- DI ALOGUE | SSUES
Met a- Li ngui stic Di scourse

Exenplar 111.D. (#2)

Pr obl em

X | heard Sally got tenure. [Sally approaches.]
Y: Well, speak of the devil.

(Gasser & Dyer, 1986, p. 388)

D scussi on

The expression "speak of the devil" cannot be understood
by understanding the individual words. Neither is it like a
conventional fixed phrase or idiom Understanding the
expressi on neans knowi ng that a new person has just arrived
on the scene, and that this person is the current focus of
t he di al ogue.

Linguistic: 1.B.2. Idiomatic phrases
1. Q Met al anguage

Cogni ti ve-psychological: 11.C 1.b. Context: Non-mlitary
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Goup IV: 1ll-formed | nput

[1l-formed input is often difficult to classify because
the input may nmiss being well-fornmed for one of a nunber of
different reasons. For exanple, lack of nunmber agreenent
bet ween subject and verb as in "he do it" mght be due to
wrong nunber for the subject (they do it), wong nunber for
the verb (he does it), wong tense in the verb (he did it) or

a mssing word (he can do it). For this reason, it is
difficult to classify ill-fornmed input based on the form of
t he input.

Qur interest here is in analyzing NLP issues according to
the user's expectations and the information processing
probl enms invol ved. From this viewpoint, it is useful to
divide ill-formed input into two broad categories: i nput
which the user will see as ill-forned(e.g., typing m stakes)
and input which the user expects the system to handl e but
which is non-standard in some way. These two categories
require different processing strategies.

Sinple m stakes Iike msspellings or words |eft out can be
corrected by spelling checkers or semantic information or
sinply by pointing out the error to the user and asking for a
correction. But non-standard usage--inconpl ete sentences or
non-standard sentence structure--needs a nore sophisticated

interaction between the user and the system If the input
sounds reasonable to the wuser, it mght be difficult to
expl ain why the system cannot accept it. It is often hard for

the user to anticipate exactly what degree of inconpleteness
of a sentence the systemw ||l be able to handle.
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| LL- FORMED | NPUT
M st akes

Exenplar V. A 1. (#1)

M st ypi ngs: Spel ling

Probl em
Add two fixed haed dual prot disks to the order.
(Carbonell & Hayes, 1983, p. 125)

D scussi on

The parser shoul d recogni ze "haed" and "prot" as unknown
wor ds. There are standard techniques for matching a
m sspelled word to a set of possible corrections. Syntactic
consi derations rule out "had" and "heed" and semantics rule
out "hand" and "hated" for "haed." |In this case, only "head"
(and "port" for "prot") satisfy the semantic expectations
generated by the context and the other words in the order.

Linguistic: 1V.D.1. Spelling

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMED | NPUT
M st akes

Exenplar V. A 1. (#2)

M st ypi ngs: Segnentati on

Probl em

(1) Add two dual portdisks to the order.
(2) Add two dual port disks to the ord er
(3) Add two du al port disks to the order.

(Carbonell & Hayes, 1983, p. 126)

D scussi on

These errors wll probably initially appear as
m sspellings. Therefore, spelling correction will be tried.
When traditional spelling correction nethods fail, the system

should try inserting, deleting and/or noving spaces with the
goal of creating free-standing words that make sense in the
context of the sentence. |If there are conpound errors, the
pr obl em conpounds exponenti al | y.

Linguistic: 1V.D. 3. Mechani cal

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMED | NPUT
M st akes

Exenpl ar 1V. A 2. (#1)

Syntactic constraint violations: Agreenent failure

Probl em
(1) Does the order include a disk drives?

(2) Show ne the conpanies with an order that has a power
adapt er.

(3) Show ne the conpanies with an order that have a power
adapt er.

(1 adapted from Carbonell & Hayes, 1983, p. 129.)

D scussi on

Agreenent failure is a comon form of syntactic
constraint violation. Most of the time, these failures are
not serious problens. For exanple, in (1), it does not
matter if the |last phrase was supposed to be "a disk drive"
or "any disk drives." But there are cases where the singul ar
or plural reading would nake an inportant distinction. In
(2), the request covers those conpani es whose orders incl ude
a power adapter. 1In (3), the request includes any conpanies
t hat al ready have an adapter (perhaps froman earlier order)
as wel | .

Linguistic: |V.C Ungranmmati cal

Cogni ti ve-psychol ogical: 1.A Processing syntax
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| LL- FORMED | NPUT
M st akes

Exenplar V. A 2. (#2)

Syntactic constraint violations: Tense assignment

Probl em
Qpen fired.
(Granger, 1983, p. 194)

D scussi on

This kind of error is nore common in spoken input but is

seen even in witten input. (Users often wite what they
hear.) The system nust be able to recognize the past tense
and parse the underlying "open fire." Then the tense can be

assi gned back into the phrase to result in the correction:
Qpened fire.

Linguistic: |V.C Ungranmmati cal

Cogni ti ve-psychol ogical: 1.A Processing syntax
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| LL- FORMED | NPUT
M st akes
Exenpl ar V. A 2. (#3)

Syntactic constraint violations: Mssing preposition
M spl aced noun phrase

Probl em
Move the accounts directory the file Data3.

(Fain, Carbonell, Hayes, and M nton, 1985, p. 114)

D scussi on

Al t hough this sentence has several grammatical errors,
including a mssing preposition, ("to"), and a m splaced noun
phrase, ("the file Data3"), it is still understood as a
command to nove the file Data3 into the accounts directory.
To handl e this kind of input robustly, the parser shoul d have
access to information about likely objects in order to fill
the slots of the basic verb. The mssing word "to" nust be
inferred, and it nust be realized that "the file Data3" is
the object to be noved and "the accounts directory” is the
destination to which it is noved.

Linguistic. 1V.C Ungranmmati cal

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMED | NPUT
M st akes

Exenpl ar 1V. A 2. (#4)

Syntactic constraint violations: Mssing article
M ssi ng preposition
Probl em
Copy new files ny directory.
(Carbonell & Hayes, 1983, p. 127)

Di scussi on

Users often | eave out function words where they think
that the words are unnecessary. This my be because the
users wish to be nore efficient or to enulate a computer.

Oten, the mssing constituents can be recovered by exam ning
the semantics of the utterance.

Linguistic: 1V.C Ungrammati cal

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMED | NPUT
M st akes

Exenpl ar 1V. A 3. (#1)

Semantic constraint violations: Mssing adjective
Probl em

(1) Add two fixed head dual ported disks to ny order.
(2) Add two fixed head ported disks to ny order.

(3) Add two fixed head dual disks to ny order.

(Carbonell & Hayes, 1983, p. 127)

D scussi on

Conmpared to (1), exanples (2) and (3) have a m ssing word
whose absence is noted on semantic grounds. Recovery from
m ssing constituents depends on exactly which words were |eft
out . In (3), the "ported” can be inferred semantically
because the only thing "dual"™ about disks is the nunber of
ports. But in (2), "dual"™ cannot be recovered because al
di sks are ported.

Linguistic: 1V.D. 3. Mechanica

Cogni ti ve-psychol ogi cal: 1.B. Processing semantics
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| LL- FORMED | NPUT
M st akes
Exenpl ar V. A 3. (#2)
Semantic constraint violations: M sunderstanding of the
knowl edge base
Pr obl em
Add a floating head tape drive to the order
(Carbonell & Hayes, 1983, p. 129)

D scussi on

Semantic constraint violations are often due to the
user's conceptual m sunderstandings. These are difficult to
detect if the parser is also considering the possibility of

ot her types of errors. In addition these violations are
often very difficult to resolve without interaction with the
user. A parser relying heavily on semantic constraint

sati sfaction mght confuse this kind of error with sone ot her
kind of error and find an unintended interpretation.

Linguistic: 1V.D. 4. Semantic

Cogni ti ve-psychol ogi cal: 1.B. Processing semantics
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenplar 1V.B. 1. (#1)

| nconpl ete sentence: Label with colon as sentence conponent

Probl em
Exanpl e:  Your percentage of $250.00 is $187.50.
(Jensen, Heidorn, MIller, and Ravin, 1983, p. 149)

D scussi on

The string "Exanple: plus statement”™ is not a
syntactically well-formed utterance because a single word
rather than a conpl ete sentence precedes the colon. However,
the string does contain a conplete sentence after the col on.
A parser working strictly left-to-right will have trouble
continuing past the colon. But a parser |ooking for maxi nmal
conplete structures will find the | ongest phrase that nakes a
sentence and can recognize the first word as a |abel.
Alternatively, a parser with good domain know edge m ght

recogni ze the "Exanple:..." as a common formin this domain.
Linguistic: 1V.D 2. Punctuation
Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenplar 1V.B. 1. (#2)

| nconpl ete sentence: Sentence fragnent

Probl em
Good | uck and good sel ling.
(Jensen, Heidorn, MIller, and Ravin, 1983, p. 149)

D scussi on

This statenment contains a conplete thought to the witer,
but to a syntactic parser, it fails to constitute a sentence.
Statenments |ike this cause problens for a parser that | ooks
for well-fornmed sentences as input. An understander, whether
a person or a machine, can recognize the inplied "I wsh
you..." based on a nodel of the witer's goals and di scourse
know edge about w shes.

Linguistic. |1V.A Fixed phrases/colloquialisns
| V. F. Sentence fragnents

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenpl ar 1V.B. 2. (#1)

Casual structure: Unnecessary constituents

Pr obl em

(1) Add if you would be so kind two fixed head and if
possi bl e dual ported disks to ny order.

(2) I think I need nore storage capacity, so add two fixed
head dual ported disks to ny order.

(Carbonell & Hayes, 1983, p. 127)

D scussi on

In addition to a basic request, the user mght offer
expl anations or rationalizations, as in (2), or mght add
conventional stock phrases, as in (1), to the input. Sone
stock phrases mght be known to the parser but generally
t hese phrases will go beyond the parser's |limted know edge.
One possible strategy is to try to find a well-forned
structure in the recogni zabl e part of the input and consi der
anything not recogni zabl e as neani ngl ess. However, if the
parser had a good nodel of the user, it could be prepared for
exanples like (2) and include the user goal as part of its
input. This would allow the systemto interact reasonably
with the user about his storage needs.

Linguistic. |1V.A Fixed phrases/colloquialisns

Cogni ti ve-psychol ogical: 1.C 6.c. To command
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenpl ar 1V.B. 2. (#2)

Casual structure: Qut of order constituents

Probl em
Two fixed head dual ported disk drives add to the order.

(Carbonell & Hayes, 1983, p. 129)

D scussi on

This kind of ill-formed i nput can occur because the user
does not want to retype a long description or because the
user has a nodel of the systemls expectations that calls for
the object to be given before the action. This is primarily
a problemfor parsers that depend on getting information in a
strict order or in a fixed form If the phrases can be
identified, then the utterance allows only one semantically
wel |l -forned interpretation

Linguistic: 1V.C Ungrammati cal

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenpl ar 1V.B. 2. (#3)

Casual structure: Sentence boundaries

Probl em
Locked on opened fire.

(Granger, 1983, p. 194)

D scussi on

Casual or hasty input often runs on between sentences or
| eaves out crucial punctuation. |If the systemis prepared
for this, the (partial) sentences "locked on" and "opened
fire" can be parsed when no overall sentence can be seen.

Linguistic: 1V.D 2. Punctuation
I V. F. Sent ence fragnents
Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenpl ar 1V.B. 3. (#1)

I di ol ect: The fuzziness of grammaticality

Pr obl em

(1) When you put fornmer cheerleaders in a room they discuss
t hei r nuner ousness.

(2) When you put fornmer cheerleaders in a room they discuss
t hei r own numnerousness.

(Wnograd, 1983, p. 186)

D scussi on

The assignment of grammaticality is, in the end, the
choice of an adult native speaker of the | anguage, and not of
a formalism that would accept or reject one of the above

exanpl es. If the adjective "own" makes the sentence
adm ssible or inadm ssible to a parser, the grammtical
formalism is enforcing too strict a requirenent. The

assi gnment of acceptability should not be based solely on
acceptance by grammar, but on the sense that can be nade of
t he sentence using grammatical rul es.

Linguistic: 111.B.1.g. Pronoun reference: Q her
I V. B. Sem -grammati cal structures
Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenpl ar 1V.B. 3. (#2)

| di ol ect: Syntax error--agreenent

Pr obl em

(1) A carbon copy of the Wrkman's Conpensation forns are
encl osed for your information.

(Jensen, Heidorn, MIller, and Ravin, 1983, p. 153)

D scussi on

Oten a usage which is judged grammatically incorrect by
prescriptive standards is acceptable to sone native speakers.
In the exanple above the verb should be "is" in order to
agree correctly with the singular subject "a carbon copy."”
Possi bl e reasons for the use of the plural form of the verb
here are (1) association of the verb with the nost recent
noun phrase, "Wrkman's conpensation fornms,” and (2) the
semantic interpretation of "copy" as plural because multiple
itens are being copied.

Agreement errors in general are comon and errors
i nvol ving conpl ex noun phrases, such as the one above, are
even nore conmon. A user for whom the above sentence is
acceptable my not wunderstand why a parser would have
difficulty understanding it, even if the parser tries to
query the witer interactively. For these reasons, the
parser should be able to understand and accept utterances
with sinple agreenent errors and recognize that such errors
have no significant inmpact on the neaning of an utterance.
The parser can then routinely process text which includes
si npl e agreenent errors.

Linguistic: 1V.B. Sem -grammatical structures

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenpl ar 1V.B. 3. (#3)

Idiolect: Incorrect and corrected constituents

Probl em
(1) Add I nean renove a disk fromny order.
(2) Add a single ported dual ported disk to ny order.

(3) Add a high speed tape drive, that's disk drive, to the
or der.

(4) Add a dual ported disk drive, | nean tape drive, to the
or der.

(1-3 from Carbonell & Hayes, 1983, p. 128)

D scussi on

If the user is convinced that the system understands
English, he is nmore likely to let these kinds of errors
stand, rather than erasing and rephrasing. These exanples
illustrate a primarily syntactic problem The input does not
have the expected form Semantically based parsers can
recogni ze that there are two conponents for the same slot and
can apply strategies for choosing one constituent over the
other (i.e., choosing the nore recent constituent). Oten
pragmati c considerations are inportant in this process. In
(3), the parser needs to recognize that "disk drive" should
be substituted for "tape drive,” not "high speed tape drive."
But in (4), "tape drive" substitutes for "dual ported disk
drive."

Linguistic: 1V.E Repairs, corrections

Cogni ti ve-psychol ogical: 1.C 6.c. To command
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| LL- FORMVED | NPUT
Non- st andard | nput
Exenpl ar 1V.B. 3. (#4)

| di ol ect: Agreenent and m ssing punctuation

Probl em
What exactly does that 15 nonths do.
(Jensen, Heidorn, MIller, and Ravin, 1983, pp. 157-159)

D scussi on

The intended reading of this sentence is: "Wat exactly
does that fifteen-nonth period do?" To infer this reading,
t he parser nust recognize that a question mark is m ssing and
must know that a nunber used with a plural noun of tinme, such
as days, nonths, years, etc., follow ng a singular adjective
such as "that,"” should be interpreted as a period of tine.
However, if the parser recognizes the agreenment error between
"that" and "nonths", it could attenpt to correct the problem
by changing "does that" to "do those.” This change woul d
produce a sentence which reflects the neaning intended by the
user.

Linguistic: 111.C Ellipsis
| V.D. 2. Punctuation

Cogni ti ve-psychol ogi cal: 1.A. Processing syntax
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Cross-indexi ng of Sourcebook Exenplars with Linguistic

and Cogni tive-psychol ogi cal d assification Schenes

When the devel opnent of the Natural Language Sourcebook
was undertaken, the artificial intelligence (Al) ,
conput ational |inguistics, and cognitive science literatures
were identified as the richest sources of processing
pr obl emns. From those three bodies of literature the 197
exampl e problens in the Sourcebook were culled and then
classified froman Al perspective on the basis of the natura
| anguage processing probl ens they presented.

The authors recogni zed, however, that 1|inguistic and
cognitive taxonom es mght provide different organizati onal
approaches to the processing problens. For this reason, a
i ngui st and an educational psychol ogist were asked to
provi de a perspective from each of their disciplines on how
t he processing problens mght be classified. Two additiona
classification schemes enmerged, one fromlinguistics and one
from cognitive psychol ogy. The linguistic classification
scheme grew out of the Sourcebook exenplars. The cognitive-
psychol ogi cal classification schene, on the other hand, was
devel oped i ndependently of the Sourcebook exenpl ars.

The cross-indexing informati on appears at the end of each
exenplar. In addition, a discussion of the linguistic and
cognitive-psychol ogical classification schemes and the
schenmes thensel ves follow this introductory explanation. It
will be clear froma conparison of these two schenes and the

Sour cebook cl assification schene that there is considerable
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overlap across schenes. The processing problens represented
in the Sourcebook classification and exenplars are often due
to linguistic conplexities or pragmatic issues, and certainly
a cognitive-psychol ogi cal approach relies heavily on the

linguistic inport of a given situation.
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Aut hor's Note

We gratefully acknow edge the assistance of Dr. Carol
Lord, Intelligent Text Processing, Inc., Santa Monica, CA,
who devel oped the Linguistic Cassification Schene and Dr.
Merlin C. Wttrock, Gaduate School of Education, UCLA, who

devel oped the Cognitive-psychol ogi cal d assification Schene.
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A Linguistic dassification of Exenplars from

t he Natural Language Sourcebook

There are a variety of approaches to the task of natural
| anguage understanding. Differences of approach can reflect
different goals and different assunptions about the nature of
| anguage. As a result, conparing the clains of natural
| anguage processing systens can be difficult. The Natura
Language Sourcebook has contributed to the establishnment of
common ground by providing exanples (exenplars) of natura
| anguage processing problens collected froma survey of the
artificial intelligence and related literature. The exanpl es
have been described and grouped in terns of the know edge
needed and the task bei ng addressed.

Anot her potentially useful taxonom c approach is based on
an analysis of a text into linguistic units. The set of
exenplars in the Sourcebook present three nmjor areas of
anal ysis: (1) syntactic units, (2) discourse structures, and
(3) semantic interpretation. These groupi ngs have fuzzy
boundari es because the task of analyzing human | anguage is
not easily conpartnentalized into separate, distinct |evels.
Probl ens of semantic interpretation, for exanple determ ning
anaphoric reference, can depend on syntactic structures
(Goup 1) as well as discourse context (Goup 2) and world
knowl edge or conmonsense know edge. A fourth area has been
included, ill-formed structures; the approach a particul ar
system takes in dealing with a particular exanple of ill-

formed i nput may vary wi dely dependi ng on whether its authors
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view the problem as one of determ ning syntactic structure
(Group 1) or discourse relation (Goup 2) or inferring
m ssing semantic content (G oup 3). It is hoped that an
outline using this approach will be useful to investigators

with linguistic perspective.

Notes on the Linguistic dassification

The first group, syntactic units, has been divided into
t hree subgroups: granmati cal category, wordsense, and
constituent structure. Many of the exenplars are instances
of ambiguity between two grammatical categories, so the
grammati cal category subgroup is further divided according to
the categories between which a lexical item is anbi guous.
These are: (1) noun/verb, (2) noun/adjective, (3)
noun/ participial adjective, (4) verb/participial adjective,
(5) verb/auxiliary, (6) ver b/ preposition, (7)
preposition/particle, (8) pronoun/possessive pronoun, (9)
denonstrati ve/ conpl enenti zer

The second subgroup, wordsense, is divided into (1)
instances in which a lexical item has nore than one sense
within a single grammtical category and (2) idiomatic
phrases with neaning different fromthe literal conbination
of lexical itens. The lexical itens in (1) are further sub-
grouped according to grammatical category: (a) noun and (b)

ver b.
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Exenplars in the third subgroup, constituent structure,
have been grouped for conveni ence, sonewhat arbitrarily, into
issues of (1) noun phrase constituent structure, (2)
prepositional phrase attachnment, (3) participial nodifier
attachnment, (4) phrasal verb structure, (5) passive, (6)
coordination, (7) appositive, (8) vocative, (9) conplex
sentence structures, (10) syntactic ambiguity, and (11)
"garden path" sentences which typically require a syntactic
re-structuring of the initial parse. Because these groupi ngs
are not nutually exclusive, an exenplar can occur in nore
than one subgroup and in nore than one grouping within a
subgr oup.

The second mmj or grouping, discourse structures, has
t hree subgroups. The first subgroup, functional sentence
perspective, includes exenmplars for which the issues of
di scourse topic and focus of new information are rel evant.
The second subgroup contains exenplars for which the
rel ati ons between cl auses in discourse are inportant in order
to nake correct inferences about goals, plans, and events not
explicitly stated in the text. For the third subgroup, the
rel evant discourse functions are those of segnents of the
di scourse larger than the single clause.

The third major heading, semantic interpretation,
contai ns exenplars grouped into 18 subgroups reflecting a
range of problenms of neaning. The | argest subgroup,
anaphora, includes problens of reference of pronouns and

definite noun phrases. The exenplars are grouped roughly
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according to the type of referent and the nature of the
know edge needed for interpretation.

The fourth grouping contains a variety of ill-fornmed
structures, from colloquialisnms to typographical errors,

whi ch a natural |anguage systemw ||l need to handl e.
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Li ngui stic O assification

. Syntactic units
A. G anmatical category
Noun/ verb
Noun/ adj ecti ve
Noun/ parti ci pi al adjective
Ver b/ participial adjective
Verb/ auxiliary
Ver b/ preposi tion
Preposition/particle
Pr onoun/ possessi ve pronoun
. Denonstrativel/ conpl enenti zer
B. Wrdsense
1. Lexical itens
a. Noun
b. Verb
2. ldiomatic phrases
C. Constituent structure

OCOoNoRwNE

1. Noun phrase structure

2. Prepositional phrase attachnent
3. Participial nodifier attachnent
4. Phrasal verb structure (verb-preposition,

ver b-particle)

5. Passive

6. Coordination

7. Appositive

8. Vocative

9. Conpl ex sentence structure

10. Syntactic anbiguity

11. "Garden path" sentences

1. Discourse structures
A. Functional sentence perspective
B. Discourse relation of clause
C. Discourse segnment function

I11. Semantic interpretation
A. Semantic case role
B. Anaphora
1. Pronoun reference
Reference within the cl ause
Quanti fied noun phrase referent
Generi c noun phrase referent
Proposi tional referent
Forward reference
Wrl d knowl edge required to determ ne referent
Q her
finite noun phrase reference
Ref erence to nenber of previous set
Di scourse context relevant for interpretation
Wrl d knowl edge relevant for interpretation
Q her

N
eooppe™PaoTY
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OOw>

Iomm

Ellipsis

Pr esupposi tion

Generi c noun phrase

Scope of nodifier

Conpar ati ve constructions
Genitive phrase

Tenporal relations, causation
Locati on and novenent
Coherent/rel ated content

Adj ecti ve/ adverb range
Inferring goal fromcontext and world know edge
Met aphori cal extensions

1. Metaphor
2. Simle
| rony

| ndi rect speech acts
Met al anguage

-formed structures

Fi xed phrases/col |l oqui al i sns
Sem -granmmati cal structures
Ungranmat i ca

Typogr aphi cal errors

1. Spelling

2. Punctuation
3. Mechani ca
4., Semantic

Repairs, corrections
Sent ence fragnents
Uncl ear goal

Novel usage/inventions
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A Cogni tive-psychol ogi cal d assification Schene

for Natural Language Processing

From cogni tive-psychol ogi cal perspectives, the centra
purpose of natural |anguage processing is to communicate
meani ng in everyday contexts. Everyday contexts are often
conpl ex and sonetimes stressful as, for exanple, in the
mlitary services during warfare. \Wen the conditions for
comruni cati on are conpl ex, natural |anguage processors nust
be sophi sticated enough to construct informed, useful answers
to inperfectly coherent, sonetinmes ungramatical questions.
These processors nust incorporate appropriate granmmars,
knowl edge representation systemnms, |anguage analyzers,
conceptual dependenci es, semantic networks, and
representations of realistic contextual and pragmatic
information, including the intention of the questioners,
t heir background know edge, and their restricted use of
| anguage under stress and fatigue.

The Natural Language Sourcebook provides exanples
(exenpl ars) of processing problems documented in the
artificial intelligence and related literature. The
classification schenme around which the Sourcebook is
organi zed evolved from these exenplars. As an alternative
classification approach, the following cognitive-
psychol ogi cal schene was devel oped independently of the
Sour cebook exenplars with a focus on the natural |anguage
processi ng (NLP) conditions which often arise under stressful

mlitary conditions (See Wttrock, 1989, for a discussion of
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t he cognitive-psychol ogical principles involved in the
foll ow ng classification schene).

The cognitive-psychol ogi cal taxonony can be applied to
single utterances and connected discourse. Thus, the two
maj or headings in the classification schene are (1) Processing
single utterances and (11) Processing connected discourse.
Because both single utterances and connected di scourse require
syntactic, semantic, and pragnmatic information to give them
nmeani ng, the next level of categories in the taxonony includes
(A) Processing syntax, (B) Processing semantics, and (C)
Processing pragnmatics. For the Sourcebook cross-indexing, the
maj or enphasis is on exenplars which are pragmatic in
orientation. Only the exenplars which Iend thenselves to a
pragmatic classification are finely cross-indexed according to
the cognitive-psychol ogical classification schene. However,
the other exenplars each have a notation which indicates
whet her they woul d cone under the broad headi ng of processing
syntax or processing senmantics according to the cognitive-
psychol ogi cal classification scheme. The focus on pragnatics
for the cognitive-psychol ogical cross-indexing provides a

conpl enmentary perspective to the |inguistic cross-indexing.
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D rect
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phr ases
(2.) Relative cl auses



g.) Interjection
h.) Previous utterances
(1.) Sentence
(2.) Text
2.) Indefinite reference
3.) Pronouns
4.) O her

5. Non-granmatical sentences
Spel l'i ng

Punct uati on

M ssi ng words

M ssing constituents

W ong order

Sermanti c constraint violations
Sent ence fragnents

Q@Teooop

B. Processing senantics
1. Lexicon
a. Single word
b. Phrase

2. Literal nmeaning
a. Dictionary neaning
1.) Single neaning
2.) Multiple meaning
b. Technical term or phrase
1.) Single neaning
2.) Multiple meaning

3. Franme driven meani ng

a. Frame relevant to di sanbi guati ng neani ng
b. Frame irrel evant to disanbi guating nmeani ng

4. Inferential meaning
a. ldiom
b. Met aphor
c. Simle
d. Anal ogy
e. Coll oqui al phrase
f. Domai n specific

1.) Indirect speech
2.) Focus or theme of text
g. Ellipses
1.) Sentence based
2.) Discourse based
h. Conj uncti ons
1.) Context based
2.) Context irrelevant
i . Conparatives
j . Anaphora
1.) Forward reference
2.) Standard reference
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5. Modality
a. Tense
1.) Present
2.) Past
3.) Future
b. Aspect
1.) Perfect
2.) Inperfect
c. Form
1.) Sinple
2.) Enphatic
3.) Progressive
d. Mod
1.) Declarative
2.) Interrogative
3.) Inperative
e. Essence
1.) Positive
2.) Negative
3.) Indetermnate
f. Modal
1.) My
2.) Can
3.) Must
Manner
Ti ne

Q@

n
(¢}

Causal act ant
Thene

Locus

Sour ce

Coal

Paooe g

7. Metacognition
a. Direction about inference building
b. Direction about intention

C. Processing pragmatics
1. Context
a. Mlitary
b. Non-mlitary

2. Wrld know edge
a. Scripts
1.) Single
2.) Miltiple
MOPs
Experienti al
Concept ua
Cul tural

LB IS
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3. Domain specific know edge
a. Techni cal

b. Everyday

4. Mode of know edge
a. Spati al
b. Ver bal

5. Model used by the speaker

6. Intention (goal, purpose) of the speaker
a. To obtain or to infer information
1.) Verification
2.) Denotation

a.) Quantification

(1.) Exact

(2.) Estimte
b.) Conmposition (who, which, what)
c.) Location
d.) Time
Connot ati on (affect)
I dentification
Descri ption
a.) List attributes
b.) Conbine attributes
) Summari ze
[ ation
) Cause and effect
)
)

ko
N N N’

| nstrument al and enabl enent
Coal
(1.) Relations anobng goal s
(2.) Subsunption
(3.) Concordance
Correl ation
Associ ation
Logi cal
Anong parts
Contradiction
erpretation
Organi zati on
Expl anat i on
Prediction
I nplication
Deci si on
Concl usi on
Acti on
.) Pl anni ng
8.) Eval uation
9.) Persuasion
a.) Action
b.) Belief
10.) Multiple functions
b. To give or to help soneone infer informtion
1.) Verification

C.
6.) Re
a.
b.
C.

7.) In

d
e
f
g
h
I
a
b.
c
d
e
f
g
h

N N N N N N N N N N N N N
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2.) Denotation
a.) Quantification
(1.) Exact
(2.) Estimation
b.) Composition (who, which, what)
c.) Location
d.) Tine
Connot ati on (affect)
I dentification
Descri ption
a.) List attributes
b.) Conbine attributes
C.) Summari ze
6.) Instruction
7.) Relation
a.) Cause and effect
b.) Instrunental and enabl enent
c.) Goal
(1.) Relations anpbng goal s
(2.) Subsunption
(3.) Concordance
Correl ation
Associ ation
Logi cal
Anong parts
Contradiction
erpretation
Organi zati on
Expl anat i on
Prediction
I nplication
Deci si on
Concl usi on
Acti on
.) Pl anni ng
9.) Eval uation
10.) Persuasion
11.) Miltiple functions
To conmand
To make a deci sion
take action
To attain a goa
To play a role

ko
N N N’

8.) In

SQ@TPoooDL ToQ ™D
N N N N e N N N N N N N N

ek
_|
o

7. Expectation
a. O the speaker
b. O the |istener

8. Presuppositions of the speaker
a. Logi cal
b. Cont ext ual
c. Psychol ogi cal

9. Point of view of the speaker
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10. Language of the speaker
a. Standard-English
b. Non-standard Engli sh
1.) Black
2.) Hispanic
3.) ESL
4.) O her
11. Envotion of the speaker
a. Stress
1.) Stressed
2.) Not stressed
b. Fatigue
1.) Fatigued
2.) Not fatigued

1. Processing connected di scourse

A. Processing syntax
1. Type of sentences

a. Declarative

1.) Active

2.) Passive
b. Interrogative

c. lnperative

2. Types of phrases and cl auses
Nouns vs. nodifiers

Noun groups

Prepositions in noun groups
Apposi tives

QG her nodifiers

PoOoTo

W

rd order
St andar d
| nverted

=
Py opg

q‘
L (AR

\/ﬁm
[enlien |

s
t ur e- based
adj ectives
.) Post nom nal
(1.) Participal phrases
(2.) Relative cl auses
b.) Standard
2.) O pronouns
a.) Direct
b.) Indirect
O objects
phr ases
or script-based
finite references
) Referential
)

t
C
a

Attributive
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c.) Set
(1.) Ceneric
(2.) Individua
(3.) Attribute
d.) Nunber
(1.) Singular
(2.) Plural
e.) Articles
(1.) Definite
(2.) Indefinite
f.) Time
(1.) Past
(2.) Present
(3.) Future
g.) Interjection
h.) Previous utterances

(1.) Sentence
(2.) Text
2.) Indefinite reference
3.) Pronouns
4.) O her

5. Non-granmatical sentences
Spel l'i ng

Punct uati on

M ssi ng words

M ssing constituents

Wong order

Semanti c constraint violations
Sent ence fragnents

Q@Teooop

B. Processing senantics
1. Lexicon
a. Single word
b. Phrase

2. Literal nmeaning
a. Dictionary neaning
1.) Single neaning
2.) Multiple meaning
b. Technical term or phrase
1.) Single neaning
2.) Multiple meaning

3. Franme driven meani ng
a. Frame relevant to di sanbi guati ng neani ng
b. Frame irrelevant to disanbi guating nmeani ng

4. Inferential meaning
a. ldiom
b. Met aphor
c. Simle
d. Anal ogy
e. Coll oqui al phrase
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f. Domai n specific
1.) Indirect speech
2.) Focus or theme of text
g. Ellipses
1.) Sentence based
2.) Discourse based
h. Conj uncti ons
1.) Context based
2.) Context irrelevant
i . Conparatives
| . Anaphora
1.) Forward reference
2.) Standard reference

5. Modality

a. Tense
1.) Present
2.) Past
3.) Future

b. Aspect
1.) Perfect
2.) Inperfect

c. Form
1.) Sinple
2.) Enphatic
3.) Progressive

d. Mod
1.) Declarative
2.) Interrogative
3.) Inperative

e. Essence
1.) Positive
2.) Negative

| ndet er m nat e
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n
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Causal act ant
Thene

Locus

Sour ce

Coal

PaooTe g

Di rection about inference building

7. Metacognition
a.
b. Drection about intention
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C. Processing pragnmatics

1.

Cont ext
a. Mlitary
b. Non-mlitary

Wrl d know edge
a. Scripts

1.) Single
2.) Miltiple
MOPs

Experi enti al
Concept ua
Cul tural

LS IS

Dormai n speci fi c know edge
a. Techni cal

b. Everyday

Mode of know edge
a. Spati al

b. Ver bal

Model used by the speaker

Intention (goal, purpose) of the speaker
a. To obtain or to infer information

1.) Verification

2.) Denotation
a.) Quantification

(1.) Exact
(2.) Estimte

b.) Conposition
c.) Location
d.) Time
Connot ati on (affect)
I dentification
Descri ption
a.) List attributes
b.) Conbine attributes
) Summari ze
[ ation
) Cause and effect
)
)

ko
N N N’

I nstrument al and enabl enent
Coal

(1.) Relations anobng goal s
(2.) Subsunption

(3.) Concordance
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) Associ ation
) Logi cal

) Anobng parts
)
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C.
6.) Re
a.
b.
C.

Contradiction
nt er pretation
Organi zati on

7.)
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Expl anat i on
Prediction
I nplication
Deci si on
Concl usi on
Acti on
Pl anni ng
8.) Eval uation
9.) Persuasion
a.) Action
b.) Belief
10.) Multiple functions
b. To give or to help soneone infer informtion
1.) Verification
2.) Denotation
a.) Quantification
(1.) Exact
(2.) Estimation
b.) Composition (who, which, what)
c.) Location
d.) Tine
Connot ati on (affect)
I dentification
Descri ption
a.) List attributes
b.) Conbine attributes
C.) Summari ze
6.) Instruction
7.) Relation
a.) Cause and effect
b.) Instrunental and enabl enent
c.) Goal
(1.) Relations anobng goal s
(2.) Subsunption
(3.) Concordance
Correl ation
Associ ation
Logi cal
Anong parts
Contradiction
erpretation
Organi zati on
Expl anat i on
Prediction
I nplication
Deci si on
Concl usi on
Acti on
.) Pl anni ng
9.) Eval uation
10.) Persuasion
11.) Multiple functions
c. To conmmand
d. To nmake a deci sion
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7.

8.

9.
10.

e. To take action
f. To attain a goa
g. To play a role

Expect ati on
a. O the speaker
b. O the |listener

Presupposi tions of the speaker
a. Logi cal

b. Cont ext ual

c. Psychol ogi cal

Poi nt of view of the speaker

Language of the speaker

a. Standard-English

b. Non-standard English
1.) Black

2.) Hispanic

3.) ESL

4.) O her
Enoti on of the speaker
a. Stress

1.) Stressed

2.) Not stressed
b. Fatigue

1.) Fatigued

2.) Not fatigued
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Sour cebook d ossary

active:
describing a sentence (or <clause) in which the
grammati cal subject denotes the agent of the action
described by the verb (conpare passive). "The man
brushed the horse"” is in the active voi ce.

actor:
see agent.

ad hoc:
addressing a particular, wusually immediate problem
wi t hout consideration for w der issues.

adj acent :
occurring directly next to one another. Two words or
phrases are adjacent if one directly precedes or follows
t he ot her.

adver bi al cl ause:
a clause that functions as an adverb. An adver bi al
clause nodifies a verb and answers questions such as why?
(e.g., "in order to get to the store"), when? (e.g., "as
soon as we hear fromyou"), and where? (e.g., "wherever

t hey | ooked").

adver bi al phrase:
a phrase that functions as an adverhb. An adver bi al
phrase nodifies a verb and answers questions such as how?
(e.g., "very quickly"), when? (e.g., "last week"), and
where? (e.g., "in the forest").

affective:
referring to the enotional state of a person.

agent :
a semantic role assuned by a noun phrase. The agent in a
sentence is the noun phrase that specifies who or what
performs the action of a verb. The agent is typically
ani mat e.

agr eenent :
two grammatical elenents are said to agree if they are
both marked for the same value of a feature. Feat ur es
that affect agreement in English are nunber and person,

e.g., "he runs" (third person singular noun and verb) vs.
"they run" (third person plural noun and verb). In other
| anguages, case and gender features may also affect
agr eement .
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anbi guous:

can be understood in nore than one way. Sentences can be
anbi guous because individual words have multipl e meani ngs
(l exical anbiguity) or because nore than one syntactic
structure fits the sentence (structural or attachnment
anbiguity). The sentence "She cannot bear children" is
| exi cal | y ambi guous: the verb "bear" has three possible
nmeani ngs here. The noun phrase "the old nen and wonen"
is structurally anbi guous: "old" can nodify just "nen"
or "men and wonen."

anaphor pl. anaphora:
any word or phrase that gets its neaning by reference to
sonet hi ng already nentioned: a pronoun is an exanple of
an anaphor.

apposi tive:
a word, phrase, or clause, enclosed in comms, that
specifies the neaning and is identical in reference to
the word, phrase, or clause it follows. |In the follow ng
sentence the noun phrase "ny father's physician" is an
appositive: "John Blake, ny father's physician, wll be
joining us for dinner."

artificial intelligence (Al):
the field concerned with the design and construction of
intelligent machines and with the operation of human
intelligence.

attachnent:
t he associ ation of one word or phrase wth another word
or phrase to forma syntactic structure.

attributive:
referring to the characteristic properties (attributes)
of an object.

auxiliary verb:
a verb used with another verb to form tense, npod, or
Voi ce. In the sentence "W have eaten,"” "have" is an
auxiliary verb.

cardinality (scale):
sinple counting to indicate the nunber of elenents in a

gr oup.

case:
an inflectional category that indicates the grammtica
function of a noun phrase. For exanple, the functions of
subject, direct object, and possessor are marked by
nom native, accusative, and genitive (possessive) cases
respectively. In English, case markings are evident in
the different fornms of pronouns: "he" (nom native),
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"him (accusative), and "his" (genitive).
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cl ause:
a syntactic constituent containing a single finite verb
and a subject. An independent clause may stand al one as
a sentence; a subordinate clause nay not.

cognition
t he process of human know ng, awareness, and judgenent.
cognitive adj.

cognitive science:
the study of cognition.

conbi natori al expl osi on:
Wi th respect to parsing: a situation in which the nunber
of possible structural analyses increases dramatically
with respect to the nunber of el enents.

conpar ati ve:
a grammatical construction that expresses a relation of

conpari son. In English the conparative is fornmed by
adding "-er" to an adjective or by inserting "nore"
before it: "He is nicer than you"; "She is nore

argunent ative than you," etc.

conpl enenti zer:
a word such as "that" which introduces a subordinate

clause as in "He heard that it will rain."
conmput ati onal |inguistics:
an approach to linguistics that wuses mathematical

techni ques, conmputer theory, and conputer systens for
under st andi ng, generating, and translating natural human
| anguage.

concept ual parser
a parser whose operation is based on conceptual
i nformation (as opposed to structural information).

conj unct:
a constituent conposed of two words, phrases, or clauses
and the conjunction |inking them

conj uncti on:
any word |inking one word, phrase, or clause to another.
Typi cal conjunctions are "and," "or," and "but."

connect ed di scour se:
a text consisting of nultiple utterances.
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connot at i on:

the sense of a word; the part of its neaning that is
relevant to the truth-value of the sentence it occurs in.
Connot ations specify qualities, actions, and functions
associated with a word. The connotations of "boy" and
"dancer" are different yet it is possible for themto
denote the sane object. In Exenplar |. D. 2. #1.
phrases (1) and (2) have different connotations but they
denote the sanme object. Conpare denotation.

consti tuent:
any word or group of words that behaves syntactically as
a unit. In the sentence "I found sone red roses,"
"roses," "red," "red roses," and "sone red roses" are al
constituents, but "sone red" is not.

constituent structure:
the sequential and hierarchical arrangenment of
constituents to form larger wunits. The constituent
structure of the followi ng sentence is given by brackets:
[ [ [The] [eggl 1 [ [fell] [ [on] [ [the] [ [kitchen]
[floor] ] ] )

cont ext :
any text outside of the text (sentence, word, phrase,
etc.) directly under consideration. Context can al so

refer to aspects of a non-linguistic situation in which
the text under consideration is used. For exanple, "This
is nmy nother" derives sense froma physical situation

coordi nati on:
the linking of two constituents of equal status by a
conjunction, e.g., "[the necklace] and [the ring]."

correction:
a nodified repetition for the purpose of verification.

dat abase:
record of information in conputer nenory; typically
assertions about particular instances rather than general
rul es.

dat abase query:
a question about recorded information, presunmably
answer abl e by consulting information in a dat abase.

decl arati ve:
one of the four basic sentential functions (others are
interrogative, inperative, and exclamation). A
decl arative sentence perforns the function of stating.
"She is nice" is a declarative sentence.
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deep structure:
within the framework of generative granmar, the structure
of a sentence from which the surface or spoken/written
structure is derived.

defaul t noun :
the option that is assuned in the case that no other is
specified. default adj.

definite:
designating an identifiable or known person or thing.

definite article:
a noun specifier (determner) that designates a definite
reference. In English, the definite article is "the."

denonstrati ve:
a word which refers to sonmething by nmeans of its physical
relation to the speaker. The denonstratives in English
are "this," "that," "these," and "those."

denot ati on:
that object or concept in the experiential world which a
word refers to: the denotation of "the boy" is the flesh
and bl ood entity. Conpare connotati on.

det erm ner:
a word which specifies a noun and imredi ately precedes
either the noun it specifies or a nodifier of that noun.
IIThe’ n Ilsorre, n Ilrry, n lltvm’ n Ilthat,ll and Ilthosell are
exanpl es of determners in English.

di al ogue:
a series of interacting utterances by two or nore peopl e.

di rect object:
the noun phrase that a transitive verb acts on. |
sentence "John gave the book to Mary," "the book"
di rect object.

n the
s the

di sanbi guat e:
to determ ne the appropriate neaning of a word or phrase
fromanong two or nore possibl e neanings.

di scour se: o o
connected speech or witing consisting of nore than one
utterance.

domai n knowl edge:

know edge about a specific area of information such as
conmput er progranm ng, cooki ng, woodworking, etc.
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echo:
the repetition of an utterance for various purposes such
as clarification, verification, etc.

el lipsis:

om ssion of a word or words that are essential to the
conpl ete grammatical structure of a phrase or sentence
but the neaning of which can be supplied by informtion
in the surrounding context. In the follow ng sentence,
"bought” has been deleted from the clause "Mary bought
one": "Roger bought two and Mary one." The om ssion of
"bought" from the preceding sentence is an exanple of
el lipsis.

enbedded:
describing a sentence that is included w thin another
sentence or describing any constituent of an enbedded
sent ence. “I like John" is enmbedded in the sentence
"Jane thinks | |ike John"; the noun phrase "her sisters”
is enbedded in the sentence "Jane was surprised to hear
that her sisters are unenpl oyed."

enabl enment :
a condition or situation which nakes possible the
occurrence of a particular event or action. In the

sentence "John got into his car to go to the store,"
getting into the car is the enablenent for going to the
store.

excl amat i on:
one of the four basic sentential functions (others are

decl arative, interrogative, and inperative). An
exclamation (or exclamatory sentence) shows the speaker's
or witers's feelings. "What a lovely day!" is an
excl amat i on.

exenpl ar:
in the Sourcebook: an exanple, a reference, and a

di scussi on of a natural |anguage processi ng problem

finite verb
a form of a verb which agrees with a subject, e.g.
“runs” in "He runs.” A non-finite verb does not agree.
In English, the infinitive and participles are non-finite
verb forns.

fi xed phrase:
a group of words that are usually used together: "nmake"
is the verb commonly used with "anends"” in the phrase "to
make anends. "
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frame:
a conceptual structure that enconpasses a certain event.
Specification of a frane includes the usual actors in an

event, order of action, props, etc. For exanple, the
cl assroom frane woul d i nclude a teacher, students, books,
desks, a pattern of instruction, etc. Oten a frame
which is active in a particular dialogue or text can help
di sanbi guat e neani ng: "split the dough" has different
nmeani ngs i n the cooking and bank robbery franes.
front end:

a natural | anguage system that accepts natural | anguage
i nput and/or responds with natural |anguage output.
Front ends serve as interfaces between databases and
users. Front ends allow users with no know edge of

conput er | anguages to access dat abases.

functi on word:
a small word that has grammatical neaning only and does

not carry the content of an utterance: "to," "the,"
"can" (sense of "to be able"), and "is" are exanpl es of
function words, e.g., "John can swim"

garden path sentence:

a sentence which contains |local syntactic anmbiguities
such that at sone point or points in the processing of
the sentence two or nore rules of the grammar may be
applied each of which leads to a different
interpretation of the sentence. |In conplex sentences,
the point at which the anbiguity can finally be resol ved
may be del ayed by intervening material such as relative
clauses [see, for exanple, Exenplar [|.B.1. (#18)].
Sonetinmes a msinterpretation is nmade and a particul ar
structure has to be reinterpreted when new grammtica

information is encountered. An exanple of this is the
foll ow ng: "The horse raced past the barn fell.’

(Crain and Steednan, 1985, from Bever, 1970)

genitive:
inflected for the possessive case. |In the phrase "John's
bal " the noun "John" appears in the genitive. See case.

gramati cal category:

a category of words that have a particular syntactic
function and typically occur in the sanme structural
positions: "noun," "verb," and "adjective" are exanples
of grammatical categories. For exanple, the category
"adj ective" designates words that wusually function as
nodi fiers of nouns and usually occur inmediately prior to
the noun they nmodify or prior to another adjective
nodi fyi ng t hat noun.
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head noun:
the noun in a noun phrase that is nodified by other words
in the phrase and thus functions grammatically as the
central word in the phrase. For exanple, "blocks" is the
head noun in the noun phrase "many buil di ng bl ocks."

heuri stic:
a procedure that aids in |earning, discovery, or problem
sol vi ng.

history Ilist:
a record that consists of the syntactic analysis of the
i mredi ately preceding sentence plus an ordered list of
all referents (objects, facts, events, etc.) nentioned in
the | ast several sentences (Al len, 1987).

i diolect:
the particular |anguage or dialect of an individual
speaker. Each person speaks his or her own idiolect.

i di om
a phrase whose neaning cannot be derived from the
meani ngs of the individual words that constitute it. For

exanpl e, "kick the bucket" neans "die" and has nothing
to do with buckets. An idiom is a phrase that has
nmeaning only as a unit.

i nperative:
one of the four basic sentential functions (others are
decl arative, interrogative, and exclamation). An

i mperative sentence perforns the function of ordering.
"Show nme the photo" is an inperative sentence.

indefinite article:
a noun specifier (determner) that designates a reference
that is not known or established. In English, "a" and
"an" are indefinite articles.

i ndi rect object:
a noun phrase following certain transitive verbs that
take two objects (direct and indirect). "Mary" in "l
gave Mary a book" is the indirect object of "gave."

i ndi rect speech act:
a speech act which is not explicit. For exanple, the
utterance "It's cold in here" can function as an indirect
request for someone to close a w ndow.

infer:
to arrive at an idea not explicitly stated by reasoning
fromgiven informati on. inference noun.
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infinitive:
a fixed verb form that can function as a verb, a noun
phrase, or a conplenent of a verb. The infinitive is
usual | y preceded by "to" as in "He wants to | eave."

interjection:
an exclamation which is not usually connected
granmmatically to the rest of the text. "Ch" in "Oh, |
forgot" is an interjection.

i nterrogative:
one of the four basic sentential functions (others are
decl arative, inperative, and exclamation). An
i nterrogative sentence perfornms the function of asking.
"Are you com ng?" is an interrogative sentence.

i ntersententi al :
bet ween or anbng sentences.

intransitive verb
a verb that does not occur with a direct object.

| exi cal :
refering to words as single units.

| exi con:
a list of words which includes information about the
pragmati c and grammati cal neani ngs and functions of each
wor d.

| ocal information:
granmatical information contained in the word or phrase
under consi derati on.

| ogi cal form
a level of linguistic representation which contains al
the granmatically determ ned information that is rel evant
to the semantic interpretation of the sentence.

M O P. (nenory organi zation packet):

a kind of nenory structure in which information is stored
in the formof packets. The content and organi zati on of
t hese packets reflects previously encountered events and
experi ences. The purpose of an MOP. is to provide
expectations that enable the prediction of future events
on the basis of previously encountered structurally
simlar events.
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mar ked:
defined relative to unmarked. A marked term or
construction is nore restricted in use, has nore specific
connotations, or is less widely distributed than its

unmar ked counterpart. For exanple, "These books | |ike"
has a marked word order and enphasizes the object of
“like" i.e., "these books." The unmarked equivalent is

"I |i ke these books."

nmet acogni tion
a person's understanding of his or her own cognitive
system e.g., a personal awareness of problem solving
skills, the readi ng process, etc.

nmet al anguage:
any |anguage used to talk either about itself or any
ot her | anguage.

nmet al i ngui sti c:
refering to | anguage as a phenonenon; using |anguage to
tal k about |anguage; functioning as comment on the
di scourse it appears in.

nmet aphor :

a relation in | anguage between two objects or concepts
one of which is used to help the reader or |istener
understand the other. |In metaphor, one concept or object
is used in place of another to express simlarity or
anal ogy. In the sentence "John flew to answer the phone"
John did not actually fly, but the speed of his novenent
is conpared to the speed of a flying bird and it is
understood that John noved quickly. Conpare simle.
nmet aphoric(al) adj.

net onony:
the use of a part or aspect of a whole to stand for the
whole. netonymc(al) ad|

nmet onym
a word used in netonony.

nodal :
an auxiliary verb that expresses notions |ike perm ssion,
possibility, obligation, and futurity. "My" and "wlIl"
are exanpl es of nodal s.

nodi fi er:
a word that nodifies another.
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nodi fy:

to qualify or limt meaning. Adj ectives are said to
nodi fy nouns because they qualify the noun they occur
with: "red" in the noun phrase "a red house" qualifies
the kind of house by specifying its color. Nouns can
also be nodified by prepositional phrases and other
nouns.

nat ural | anguage:
any |anguage (system of arbitrary sounds) that has
devel oped in the course of human history and is (or was)
used by sone group of people as the primary neans of
ver bal conmuni cati on.

nat ural | anguage processing (NLP):
the conputational analysis and interpretation of natura
| anguage.

nom nat i ve:
a) referring to nouns. b) inflected for the subject
case. See case.

noun group:
see noun phrase.

noun phrase:
a constituent conposed of a single noun or a noun and any
associated nodifiers (adjectives, prepositional phrases,
etc.) and/or determners ("a," "some," "the," "two,"
etc.).

nunber agreenent:
a constraint on the grammatical fornms of a noun and a
verb which requires that both be marked for either the
singular or plural (in English). See agreenent.

par se:
to analyze, by neans of heuristics or algorithnms, a
phrase or sentence of natural |anguage. A syntactic

parsing is presented as a formal representation of
syntactic structure, usually associations of words into
hi erarchi cal groupi ngs of constituents.

par ser:
a programthat takes natural |anguage input and produces
a structured internal representation (a parse).

parse tree:
a representation that makes explicit the syntactic
structure determ ned by the parsing process. Oten a
parse tree is represented graphically, using branching
nodes. Hence the name tree
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part of speech:
see granmati cal category.

participial adjective:
a participle that functions as an adjective. See
participl e.

participial phrase:
a nodi fying phrase built on a past or present participle
of a verb: the underlined portions of "the book descri bed
in the review' and "the plane flying to N.Y." are
participial phrases in which "described" is the past
participle of "to describe"” and "flying" is the present
participle of "to fly."

participl e:
a word derived froma verb by the addition of either
"-ing" or "-ed." There are two participles in English
the "-ing" formis the present participle and the "-ed"
formis the past participle. Participles can function as
parts of verb phrases such as "running"” in the sentence
"He is running", or as adjectives such as "running" in
t he noun phrase "the running dog."
participial adj.

particle:

A word such as "out," "up," or "back" when it is used in
conmbi nation with a verb so that the two function as a
single lexical item The word "out"™ in "He threw out the
trash” is a particle. Particles can occur adjacent to
their associated verb (as above) or separated fromit:
"He threw the trash out." Particles differ from
prepositions in that prepositions do not exhibit such
alternate distribution patterns.

passi ve:
describing a sentence (or <clause) in which the
grammati cal subject does not denote the agent of the
action described by the verb (conpare active). "The
horse was brushed by the man" is in the passive voice.
Passi ve sentences can be recognized by the use of the
past participle formof the verb preceded by sone form of

the verb "to be": present (e.g., "is"), present
progressive (e.g., "is being"), past (e.g., "was"), etc.
A passive sentence need not always contain an explicit
agent noun phrase (e.g., "The dog was fed"), but when it

does, the appearance of "by" before the agent noun phrase
al so indicates that the sentence is passive.

past participle:
a participle that is in a past tense. See participle.
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phrasal parser
a parser which identifies phrase boundaries (sonetinmes
refers to a parser in which working nenory is restricted
to the phrase currently being anal yzed).

phrasal verb:
a verbal structure consisting of a verb plus a particle
(see particle). For exanple, "gave back" in "She gave
back the book" is a phrasal verb.

phr ase:
a constituent which does not contain both a subject and a
finite verb (conpare clause). "The black cat" is a noun

phrase; "playing in the yard" is a participial phrase;
"likes the boat" is a verb phrase.

phrase attachnent:
t he association of a phrase with the word it nodifies.

pol ysenous:

having nmultiple neanings within one syntactic class.
Pol ysembus words are single words with nore than one
neaning, e.g., "lift" (to raise or to steal), and are
di sti ngui shed from honmonym ¢ words which are distinct
words that share the sane form e.g., "lie" (to assunme a
hori zontal position) and "lie" (to intentionally make an
untrue statemnent).

possessi ve:
see genitive.

possessi ve pronoun:
a pronoun occurring in the possessive (genitive) case.
Exanpl es of possessive pronouns in English are "his,"
“her," and "their."

post nom nal
occurring after a noun.

pragmati cs:
the area of |anguage study concerned w th contextual
factors, such as expectations and beliefs of speakers and
listeners, that are relevant to the interpretation of
sent ences.

preposi tional phrase:
a constituent conposed of a preposition and any
associ ated objects. "In the house" is a prepositiona
phrase where "the house" is the object of "in."
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pr esupposi tion:
informati on about a word which is not part of the
specific meaning of the word. What a speaker assumnes
rat her than what he or she asserts. For exanple, use of
the word "bachel or” conveys the information "unmarried"”
and presupposes "adult,"” "male," and "human."

pronoun:
A word that functions as a substitute for a noun phrase
and is meaningful by identification with that noun
phrase. A pronoun agrees in person, number, and gender
with its noun phrase antecedent. Exanples of pronouns in
English are "he," "she," and "they."

proper nane:
a noun that designates a particular person or thing
rather than a class. Because their reference is unique,

proper nanes do not take limting nodifiers. For
exanple, "George" is a proper nane. Also called proper
noun.

pr oposi tion:

a statenment or a proposal for action. proposi ti onal
adj .

r eadi ng:
the interpretation that a person gives a text when he or
she reads it. A particular text can have different
readi ngs depending on who reads it, in what textual
context it appears, and when and where it is read
(experiential context).

ref erence:
the association of a word and its referent. See
referent.

referent:
that experiential object, event, or idea that a word
I ndi cat es.

referential:
having the quality of indicating an object or idea in the
experiential world.

refl exi ve pronoun
a pronoun which refers to the sanme individual as (is
coreferential wth) some other noun phrase in the
sentence. The reflexive pronouns in English end in "self"

or "selves": "myself," "thenselves," etc. Ref exi ve
pronouns have restricted distribution patterns: t hey
cannot, for exanple, function as the subject of a
sentence. "H nself saw John" is ungramati cal.
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rel ative cl ause:
an enbedded clause that is introduced by a relative
pronoun (e.g., "who," "which,"” "what," or "that"). In
the noun phrase "the nman that | saw," "that | saw' is a
rel ative cl ause.

scope:
the range of text that a quantifier nodifies. The scope
of the quantifier "some" in the noun phrase "sone nen and
wonen" can be either "men" or "nen and wonen."

script:
nearly synononmous with franme (see frame) w th perhaps
nore enphasis on the actions of actors in the frame and
the order of these actions.

sel ectional restriction:
a restriction on a verb specifying, in terns of features,
the classes of words that nay appear with it as subject

or object. The features that specify these classes
include things like + animate, + human, + edible. The
selectional restrictions on the word "cough," for
exanpl e, state that it needs a + human subj ect.
semanti cs:

the study of meaning. More specifically, the area of
| anguage study concerned with the senses of words
(I exi cal nmeaning), phrases, and sentences. semanti c
adj .

sent ence fragnent:
a piece of text that is grammatical but not able to stand
alone as a sentence; it |lacks one or nore of the
necessary constituents of a sentence.

simle:
a relation in |anguage between two objects or concepts
one of which is used to help the reader or |istener
under stand the other. The two objects or concepts are
conpared through the use of "like" or "as," e.g., "Her
cheeks were like roses.” Conpare netaphor.

single utterance:
an utterance conposed of one sentence or idea.

speech act:
an utterance characterized by the function it serves or
the act it acconplishes. The many types of speech acts
i ncl ude requests, declarations, orders, and prom ses.

subcat egori zati on:
short hand for subcategorization constraints.
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subcat egori zati on constraint:
a restrictive constraint on a lexical itemthat specifies
how it is to be used syntactically. The
subcat egori zation constraints on "find" state that it
nmust be followed by a noun phrase so that "Mtch found”
is wungranmmatical, but "Mtch found a ball" is
grammati cal

subor di nate cl ause:
a clause that cannot stand alone and nust be joined in
some way to an independent cl ause.

surface input:
the input (command or comunication) which a
comput ati onal system receives directly from the user.
Does not include any background i nfornation.

surface structure:
within the framework of generative granmmar, the structure
of a sentence which is the output of operations on the
deep structure. The surface structure corresponds to the
spoken or witten formof a sentence.

synonym
one of two or nore words or expressions in one |anguage
that have the sanme or nearly the same neaning, e.g.,
"couch” and "sofa."

syntactic structure:
the organization of a phrase or sentence into
hi erarchi cal constituents according to the principles of
synt ax.

syntactic unit:
see constituent.

synt ax:
the area of |anguage study which is concerned with how
words conmbine with one another to form grammati cal
constructions. syntactic adj

system (S):
a conputer programwith the ability to process natural
| anguge.

transitive verb
a verb that requires a direct object.

under st ander :

the person or other intelligent systemthat is processing
the text in question.
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unmar ked:
defined relative to marked. An unmarked term or
construction has a nore general sense, is nore neutral,
or nore widely distributed than its nmarked counterpart.

For exanmple, "I like these books" has an unmarked word
order relative to the marked "These books | like." See
mar ked.

user (U):

the person interacting with the system

user know edge:
the organi zati on and content of the know edge and goal s
internal to a user. This knowl edge is inplicitly
involved in the user's interaction with a system

utterance:
any |anguage used in dialogue, e.g., phrase, word,
sentence, etc.

verb phrase:
a constituent conposed of a verb and any associated

nodi fiers or object noun phrases. "Ate the cake" is a

verb phrase where "the cake" is the object of "ate"; "ran

qui ckly" is a verb phrase where "quickly" nodifies "ran."
vocati ve:

the grammtical case used for the thing or person

addr essed. In the utterance "Doggie, cone here," the

noun "doggie" is in the vocative case. See case.

word cl ass:
see grammati cal category.
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